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1. 		Executive Summary 
[bookmark: _Toc121163412][bookmark: _Toc121206923][bookmark: _Toc121217108]1.1 		Project Purpose
The Drone is an autonomous thinking quadcopter which functions using machine learning to locate a target with visual identification in order to maintain a lock on said target and maintain tracking. The drone aims to be able to maintain visual on target and continue to follow the target at a moderate pace, effectively tracking it. By utilizing a visual learning software, the drone can differentiate the target among others, and be able to reacquire the target if lost; A visual learning framework is used to allow the drone to interpret visual stimuli for use of positioning and navigation.
This project, being sponsored, has its own set of design goals set out to be accomplished by our team. The goals put forward by our team are as follows: Be able to acquire target using machine learning/visual learning, be able to maintain target in vision as target moves, and for the Drone to be able to follow the target, keeping it within vision as it tracks. Further goals and stretch goals were also laid out to possibly be accomplished as a further understanding of the work involved and the project as a whole progress. These goals are secondary to our primary focused engineering requirements and goals set out as a baseline. Such as the ability to recognize a human face. Some goals are less lofty and are designated as further goals such as designing the drone to be reasonably priced, and replicable.
Due to how we plan on using the drone in testing, as well as its possible use for exploration type activities, an extended battery lifetime is a design goal for this project. In addition, due to the drone not being piloted manually, a level of durability and protection on the drone to allow it to function even after minor incidents also remains a design goal. Finally, due to the brunt of the project relying on the software that interfaces with the hardware, it allows for the project to be replicated on, in theory, any drone with the proper standard of video capture, and processing power, making it a replicable project.
The Drone system itself features: a video camera affixed to the drone to allow for navigation, a board capable of processing the amount of information require for the software to function, and the navigation drone itself, capable of lifting the load of the hardware affixed to it.

[bookmark: _Toc121163413][bookmark: _Toc121206924][bookmark: _Toc121217109]1.2 		Project Description
[bookmark: _Toc121163414][bookmark: _Toc121206925][bookmark: _Toc121217110]1.2.1 	Problem
The problem we are attempting to solve is one of two possible problems. The first of which is to bridge the gap between a police search and rescue helicopter and initial response. By creating a drone which is able to follow a target, the drone could function as a middleman in the time between an individual fleeing from ground units, and the time whenever a police helicopter is able to arrive on the scene. The drone is able to traverse an area with no interference from ground-based obstacles and can function as a possible beacon for ground-based pursuers to follow if visual is lost from the ground. By functioning as a moving, tracking, beacon, a greater success in pursuit is accomplished, due to the drone itself functioning as a failsafe. In addition, the drone is intended to be able to track and record a license plate on a vehicle, allowing for the drone to follow one specific target more accurately, as well as report that valuable information to the proper individual.
The drone, intending to read and track/catalogue a license plate functions similarly to license plate readers that automatically detect and log plates, such as the ones found on busy roads or interstates. By utilizing a similar technology, the drone can function to identify a specific car by plate or log the plate of a car it is pursuing, allowing to function in a manner of both the reader and as a pursuer/beacon.

[image: ]
[bookmark: _Toc121207135][bookmark: _Toc121207258][bookmark: _Toc121217070]Figure 1: Standard License plate reader

A secondary problem to possibly be solved by this project is one of finding a stationary target in a crowded area. For example, if one was looking for one specific car in a large parking lot, the drone could be sent to search for a specific vehicle with a specified license plate. By sending the autonomous drone into the air, the specific target can be located without needed input or searching by an individual on the ground, allowing for a much quicker locating of the target, due to much faster possible speeds and analysis by the drone.

[bookmark: _Toc121163415][bookmark: _Toc121206926][bookmark: _Toc121217111]1.2.2 	Vehicle Trade Offs
Initially, a choice had to be made on whether or not to create a ground-based or air-based robot. Each had their own benefits and downsides listed in the table below:

	Ground
	Air

	Benefits
	Downsides
	Benefits
	Downsides

	Cheaper
	Less vision range
	Quicker
	Price

	Navigation Simpler
	Slower
	Greater Visual Accuity
	Fragility

	Software Simpler
	Less effective overall
	More experience
	Complexity of Flight

	
	
	More resources
	Battery life

	
	
	More Presentable
	


Table 1: Vehicle Trade Offs

In the end, due largely in part to the fact that we have more experience and resources in a flying drone, it was decided to go with the flying drone. This was also due to a functioning on the basis that the project had to fly due to previous design goals that had changed due to complications. A collection of information on how to assemble and code a flying drone, similar to a first-person flying drone was gathered, and after speaking on the benefits of both the decision was made.
Pictured below are a general idea of the types of drones considered, the left model being a Turtlebot 2, and the right model being a kit assembled quadcopter.
[image: A close-up of a machine

Description automatically generated with low confidence]
[bookmark: _Toc121207136][bookmark: _Toc121207259][bookmark: _Toc121217071]Figure 2: Turtlebot

[image: KIT-HGDRONEK66: NXP drone kit | NXP Semiconductors]
[bookmark: _Toc121207137][bookmark: _Toc121207260][bookmark: _Toc121217072]Figure 3: Standard Quadcopter

The ground drone was to be simpler and cheaper in a few aspects, but ultimately viewed as having less purpose as the flying counterpart. The ground drone was slower, would have less ability to perceive the area as quickly, and simply felt like a job that could be accomplished by any walking individual. In addition, due to our possible prospects in our careers, we decided that a drone able to fly was more in line with what we hope to accomplish to further our career aspects.
[bookmark: _Toc121163416][bookmark: _Toc121206927][bookmark: _Toc121217112]1.3 		Solution/Approach
The solution to the problem set out of the in-between of ground response and air response is solved by the deployment of the autonomous drone in order to track the target in pursuit. By hovering over top/near the target and remaining visible the drone can function as a beacon to be tracked by others in pursuit. This can be assisted by the addition of a few flashing lights and possibly a speaker emitting a constant or intermittent sound.
The approach to accomplishing this goal is to construct a sturdy drone with a sustainable enough battery life capable of tracking a target. It must be able to go at a consistent quick speed in order to maintain distance between itself and the target to function. The drone itself will be autonomous in how it ambulates, requiring no input from an individual in order to continue moving to track the target. The drone as well will be autonomous in its recognition. By utilizing visual learning software, and accessing appropriate databased based upon its target the drone will be able to identify its target from a distance, as well as pick it out of an environment. For example, the drone will be able to pick out a red tahoe truck by utilizing its recognition software, as well as its onboard mounted camera. After acquiring its target, the drone should maintain the target within its visual range as it navigates to/around it. If/when the target begins to move, the drone will follow it, keeping the target within its sight as it follows on its own.
All of this is to function autonomously, with no further input from a user than the intended target. This is to allow an individual engaged, possibly in pursuit, to maintain their focus as the drone functions on its own. For example, an individual engaged in pursuit could set loose the drone so that it may function as a beacon for that individual to follow in the future, while not being distracted by piloting it.
The drones physical body itself will be of great importance in the function of this software, so it is vital the parts are up to standard for the goal to be accomplished. The drone itself must be able to fly, and steer itself midair with some finesse. In addition, the drone must be able to fly at a rate appropriate for pursuit, as a primary goal, we have set this speed at least 20 Miles per hour.
This can be accomplished by utilizing drone building materials standard for hobbyists whom participate in drone racing. By using the idea of a racing drone as a basis for the project, one may build upon the structure of the drone in order to accomplish the goals set out by the project. For instance, a racing drone as described has a camera mounted on the front, to allow an individual to pilot the drone in the first-person view of the drone. Due to the drones flying at high speeds, the cameras used in this are high framerate, to transmit for and accurate control of the drone with quick response time. A higher framerate camera would be required for this project, as the recognition software needs a frequently updated image to maintain vision on a target. In addition, for the drone to navigate with any level of finesse, a high framerate camera is needed so that the navigation commands can be more frequently updated, which would allow for a more responsive amount of control.
[bookmark: _Toc121163417][bookmark: _Toc121206928][bookmark: _Toc121217113]2. 		Project Overview
[bookmark: _Toc121163418][bookmark: _Toc121206929][bookmark: _Toc121217114]2.1		Goals, Objectives, Functions, and Mission Statement
The project was decided to fill a certain niche and function within the boundaries of what we plan to test with it. The goals we have set forth start with our basic goals:
· Drone should be able to acquire pre-selected target
· Drone should be able to fly at speeds of at least 20 MPH
· Drone should be able to navigate to target
· Drone should be able to track target over distance
· Drone should be able to follow moving target
· Drone should be able to acquire license plate of car
These goals are the basic goals set forth for the project to function in the manner set out. Further goals were set forward, to provide a direction to possibly be reached in the course of the project, as an understanding of the work was gained. These further goals were as follows:
· Reacquire target after visual is lost
· Be able to recognize an individual based upon facial recognition
· Be able to follow established individual as a target
· Be able to find chosen target in a group of others
Further, there are a handful of stretch goals set out that are in line with what the overall goal of the project is, but not in line with what may be possible in the span of senior design. These goals expand further beyond what is understood to be accomplishable in the limited time and limited budged of the class. Although, they are goals that may possibly be met, and also function as a direction to push the project. The goals are as follows:
· Be able to track individual as they leave a vehicle
· Count number of individuals within vehicle
· Count number of individuals as they leave a vehicle
· Be able to function as multiple individual units within a group of units (Swarm)

[bookmark: _Toc121163419][bookmark: _Toc121206930][bookmark: _Toc121217115]2.2 		Broader Implications/Applications
[bookmark: _Toc121163420][bookmark: _Toc121206931][bookmark: _Toc121217116]2.2.1 	Broader Implications
The broader implications of this project could include the capability to autonomously follow persons of interest in various environments. This could allow individuals to find someone in a crowded urban environment, or even an outdoor environment. This application could be useful for search and rescue efforts. There could be possible military applications of identifying a person of interest in an area non-intrusively.
In addition, if multiple could be deployed in a larger area at once, the use of the drone could be dramatically more effective. If one were to have a multitude of drones operating in the capacity set out, a larger area could be explored simultaneously, allowing for a more effective search. In the application of search and rescue, multiple drones could be deployed in different areas, able to cover ground that an on-foot person would be unable to cover. In addition, the birds eye view would be more effective in a search.

[bookmark: _Toc121163421][bookmark: _Toc121206932][bookmark: _Toc121217117]2.2.2 	Applications
The application need not only apply to persons or vehicles, either. The software could be easily retooled to locate objects in an area. For example, the deployment of the drone in an area of clutter like a junkyard to find one specific object. The drone as a base recognizes an object and navigates to it, so the application of such a function can be used very broadly.

[bookmark: _Toc121163422][bookmark: _Toc121206933][bookmark: _Toc121217118]2.3 		Legal, Privacy, and Ethical Issues
[bookmark: _Toc121163423][bookmark: _Toc121206934][bookmark: _Toc121217119]2.3.1 	Legal requirements and considerations:
Through the development of the project, several issues have come to the forefront of the design space. Those of which being legal, ethical, and privacy issues. A handful of problems have arisen, such as the legal issues of permits, ethical issues of misuse of the project, as well as privacy issues involving databases or further misuse of the project.
The initial issue encountered by the design team was the issue of permits. In order to pilot a drone on university property, a registration with the Emergency Management team must be achieved. The Emergency Management team must approve all requests to fly a drone on university property. In addition, a handful of requirements must also be met. In order to fly a drone on university property, the pilot must be in possession of a FAA Part 107 – Small unmanned aircraft systems (UAS) license. This license required to fly must be registered with the FAA. The FAA Part 107 – UAS license has a requirement for use of drones weighing less than 55 pounds. In addition, there is a list of further requirements within this own registration. These are as follows:
· Always avoid manned aircraft
· Never operate in a careless or reckless manner
· Keep your drone within sight. If you use First Person View or similar technology, you must have a visual observer always keep your drone within unaided sight. (This for example excludes binoculars)
· You cannot be a pilot or visual observer for more than one drone operation at a time.
· Do not fly a drone over people unless they are directly participating in the operation.
· Do not operate your drone from a moving vehicle or aircraft unless you are flying your drone over a sparsely populated area, and it does not involve the transportation of property for compensation for hire.
· Can only be flown during daylight hours (30 minutes before and 30 minutes after official sunrise/sunset) unless the drone has anti-collision lighting, in which case it can be operated during twilight.
· Minimum weather visibility three miles from control station.
· Max altitude 400 feet above ground (Higher if within 400 feet of a structure.
· Max speed 100 mph
· Must register each drone intended to operate for $5 on faadronezone.faa.gov
In addition to these requirements, a person qualified to be a pilot must either pass an aeronautical knowledge test at an FAA approved knowledge testing center. Once an individual has both approval and insurance, they may submit a flight request form.
These requirements are quite stringent and are intended to be followed if the project is to be flown on campus. This information has influenced the decision of where testing may take place. If the number of concerns over permits and registration becomes too great, an alternative of testing the drone at an off campus location could be preferable.
It is also important to note that the regulations do not apply to drones under the weight category of 12 grams. This requirement was immediately considered, then discarded as an option. The project’s design goals simply could not fit on a drone of that little weight. The weight of the required parts, such as the microcontroller, transmitter, batter, and camera proved to be too high to consider a sub-12-gram drone.
In addition, an annual fee of $150 would be required to be paid for the price of the license, which is a concern to be balanced around the budget. As it stands, the budget allows for this expenditure, as the usage of the drone on campus is a marked benefit. The central area, as well as the access to parking and driving areas, allows for a perfect testing environment for the drone. If the project is to take form in a manner in which a car is to be spotted in an open area and tracked, a campus parking lot offers a prime testing ground. In addition, the ability to exhibit the drone to peers on campus remains a factor in the decision to apply for licensure.
A conclusion was reached in which the group member Vincent Cavalieri would apply for licensure, so he may function as our test pilot, and may keep the licensure over the course of the next year after, as the duration of the period until renewal was one year. EnginIn addition, he would be managing closely the drone construction, and always have the physical drone with him anyway, making it a logical choice due to convenience.

[bookmark: _Toc121163424][bookmark: _Toc121206935][bookmark: _Toc121217120]2.3.2 	Privacy Issues:
It is immediately apparent to the team the issues of the use of this drone in manners outside of the set-out purpose. A concern was raised about a violation of an individual’s privacy by utilizing the drone in a manner that violated ones expected personal space. If, for example, the drone was used to find or track individual’s innocent of any wrongdoing, who are also not in a position in which they need to be found for their own benefit, the drone can act as an unwelcome viewer. A person who is simply acting in accordance with standard behavior should not be constantly monitored, and it is understood that the overuse of a technology such as this could contribute to an environment where cameras are always pointed at people. An individual has a right to their own autonomous function without oversight, and the intent of the project is not to monitor people in standard function.
The drone, due to its intended autonomous nature, could violate standards of personal privacy if employed haphazardly. It is the stated intent of individuals within the group to develop the drone responsibly, and watch over its use to not violate the personal space of any uninvolved individuals. The very existence of a drone that constantly seeks areas is one of concern to continued freedoms of an individual, so the team takes on a unique challenge of respecting individuals privacy.
In the same vein, it could be stated that a goal of the drone is to not store video long term that is recorded by the drone unless the drone recognizes the intended target. One method of this is for short term storage of the video, similar to how security cameras work in certain applications. Only vital footage would be catalogued, such as license plate numbers or video with the target within sight.

[bookmark: _Toc121163425][bookmark: _Toc121206936][bookmark: _Toc121217121]2.3.3 	Ethical Concerns:
It remains a concern to parties involved in the ethical implications of the design of an autonomous tracking drone. Members do not wish for the technology developed to be used for illegal or unreasonable use. It is not the intent of members to develop a drone which could be used as a tool for use in a surveillance state, rather that a unique niche combination of machine learning and drone construction can be filled for a positive benefit.
The very existence of a patrolling drone constantly seeking any individual is one that is undesirable for common, everyday use, as an individual should expect a level of autonomy in their daily life without fear of being watched constantly.
In addition, errors in function or misuse of this technology could possibly lead to innocent individual being tracked or falsely identified as a target, leading to a scenario in which human intervention might be needed. It is not the intent of the group to allow individuals who are acting normally to be tracked or followed needlessly.

[bookmark: _Toc121163426][bookmark: _Toc121206937][bookmark: _Toc121217122]2.3.4 	Software Architecture:

f[image: ]
Figure 4: Software block diagram

This block diagram shows the flow from the input to the output of the drone system at a high level. The main input consists of the visual input from the camera, and any other sensors we may use for altitude detection such as a LiDAR component. The main output of the system is the angle change needed to identify the license plate, or track the car. This output is connected to a loop that checks if the instruction given has been fulfilled, and if it has not been fulfilled, then it goes back to the inputs and creates a new output given the new location and orientation of the drone since it last calculated an output angle. This is why the loop is necessary, in order to make sure that the drone does not stop without completing its task. It is likely a separate input will need to be implemented for testing purposes, namely an input from the user in order to manually override the AI in case it is about to collide with an object, since it will be tested in a public area.
The main software of the drone will be divided up into two sections. Object recognition/extraction via ML will be used separately from a tracking algorithm to identify the license plate and track the car respectively. The reasoning for this is discussed in the computer vision section of this document. The consequences of this are that there will be a data pipeline, where the extracted and verified license plate is used to tell the system if the car is the correct vehicle or not, and the object tracking program will be used to actually perform the following of the vehicle.



[bookmark: _Toc121163427][bookmark: _Toc121206938][bookmark: _Toc121217123]3. 		Project Requirements
[bookmark: _Toc121163428][bookmark: _Toc121206939][bookmark: _Toc121217124]3.1 		Requirements
[bookmark: _Toc121163429][bookmark: _Toc121206940][bookmark: _Toc121217125]3.1.1 	Unmanned quadcopter
· Flies within an area of at most 20,000 ft2 – autonomously
· Flies at 20 ft in the air
· Flies at a maximum mph of 20 mph in all directions
· Drone payload does not exceed 10 lbs
· (STRETCH) Increase speed to track faster moving targets

[bookmark: _Toc121163430][bookmark: _Toc121206941][bookmark: _Toc121217126]3.1.2 	Computer Vision Model
· Model accuracy of 70/80%

[bookmark: _Toc121163431][bookmark: _Toc121206942][bookmark: _Toc121217127]3.1.3 	Real-time Video Input
· Minimum dimensions of 320x240p

[bookmark: _Toc121163432][bookmark: _Toc121206943][bookmark: _Toc121217128]3.1.4 	GPS Tracking
· N/A

[bookmark: _Toc121163433][bookmark: _Toc121206944][bookmark: _Toc121217129]3.2		Needed Functionalities
[bookmark: _Toc121163434][bookmark: _Toc121206945][bookmark: _Toc121217130]3.2.1 	Unmanned quadcopter
· Makes/follows own predetermined flight path

[bookmark: _Toc121163435][bookmark: _Toc121206946][bookmark: _Toc121217131]3.2.2 	Computer Vision Model
· Takes in real-time video footage input from drone camera
· Detects vehicles within the video frame
· Detects vehicle license plates
· Written in Python
· (STRETCH) Gather information of how many passengers are in car
· (STRETCH) Recognize humans

[bookmark: _Toc121163436][bookmark: _Toc121206947][bookmark: _Toc121217132]3.2.3 	Real-time Video Input
· Returns flag (Found = 1) if desired vehicle is detected within video frame
· Locks onto, tracks, and follows desired target
· There must be no interruptions/interference (Vibrations or shakiness) in video footage

[bookmark: _Toc121163437][bookmark: _Toc121206948][bookmark: _Toc121217133]3.2.4 	GPS Tracking
· Take’s drone’s position in field
· Returns flag if vehicle is detected
· Tracks/follows desired vehicle once found
· Returns drone position

[bookmark: _Toc121163438][bookmark: _Toc121206949][bookmark: _Toc121217134]3.3 		Similar products and projects
Intel Solar Panel Monitor
Intel has a line of UAV drones which they produce known as Falcon 8+. These are relevant to our project because they are a high-quality, tailor-made version of what we hope to produce for our hardware. The drones are equipped with 8 rotors, a GPS, weighs 2.8kg at takeoff and can fly between 16-26 minutes. They also have a 1km data link range, and a 4000m MSL max altitude.
Intel produced a project designing a solar farm inspection drone using the Falcon 8+ technology. This drone is able to autonomously monitor a solar farm using thermal imaging to detect defects in the solar panels. Multiple drones were actually implemented in the fully system, which would be a future goal for our project once we have a single working unit. This is similar to our project because machine learning was used to identify the defects and record their geographical location. The team used Intel’s proprietary distribution of Caffe-based deep learning technology. They used Intel’s Xeon processor and no GPU which is an interesting choice for a machine learning implementation, but intel is showcasing their own technology in microprocessors and optimization so this will not be a path that we replicate.
The Faster R-CNN object detection model is used, an object detection model which implements a Region Proposal Network (RPN) to predict object bounds and object scores at the same time. The network is trained with supervised learning. This is another element of the project which is insightful for our own work, because there is not a ready-made dataset of thermal images of solar panels and their labels with regards to defects. We will have to overcome a similar problem with overhead car datasets, and license plate identification as well. Intel’s team was able to use only 300 original solar panel images as the training input, while also rotating the image a number of times to train the network with data augmentation. The training was complete within 6 hours, and the detection accuracy obtained was 96.3 percent, astoundingly accurate.
Skydio 2
Skydio is an autonomous drone company which markets its products to consumers for the purpose of recording recreational activities and adventures.
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Figure 5: camera view and 3D map [8]

It uses a machine learning algorithm which the company does not openly disclose to track objects, including cars. The algorithm constructs a map of its environment as shown above. The product has very capable obstacle avoidance as well which will be very necessary for our project, since even though we aim to be flying in open air above a parking lot for our test case, we may be near buildings and in the future this product should be able to navigate through a city environment to assist in police chases.
Object Detection Drone
The Object Detection Drone was a UCF Senior Design project from Fall 2020. The goal of their drone was to count objects and send the count back to the pilot using a smartphone program. Our project will likely not have a smartphone application component, but it is interesting to see how they incorporated that into their project. Besides this, their actual project was similar in a lot of ways both in theory and execution to ours. They used computer vision to identify objects on a drone based system, the similarities are many.
Their drone used Lipo batteries, a Naze32 flight controller, plastic propellers, brushless DC motors, and a camera which balances the weight to performance characteristics required by the engineering specification. They used a pilot companion application to control things such as the instruction input from the user and the object detection/computer vision. This is an important element of their project, as it is the main software processing element. The computer vision paradigm that the Object Detection Drone team chose to go with is the YOLO algorithm, which is highly efficient since it does not have redundant region segmentations like most other machine learning object detection algorithms do. They identified that there are no applications which exist already to perform object detection via a drone platform. [9]

[bookmark: _Toc121163439][bookmark: _Toc121206950][bookmark: _Toc121217135]3.4 		Realistic Design Constraints:
Several factors contribute to constraints for this project. There are budgetary, societal, economic, timeline, and other factors that need to be considered.
The table below explains many of the main quantifiable constraints, but there are more qualitative and difficult to engineer a full answer to constraints affecting our team as well. One of these is the societal implications of having such powerful automated technology to aid with the persecution of criminals. Potential affects to take into account are the probability of our product being used to wrongfully incriminate someone if it identifies the wrong person, and causing damage to life or property if it has a collision or other form of catastrophic malfunction. The other perspective involves the ethicality of automatic enforcement of the law as such, which applies to other technologies such as automatic red light cameras. The philosophical dilemma is whether or not our laws were created with the intent of being automatically enforced, or if some leeway was built into them from the start, and perfect enforcement of these laws would constitute a violation of our human freedom.

	Constraint
	Impact
	Mitigation

	Large budget – Though this project is sponsored, we want to reduce cost to the sponsor as much as possible. The drone and processors will be the main contributors to a large budget.
	Low – since the project is sponsored, and it was known to be high cost up-front.
	Cost effective solutions will be considered, design will only be to requirements and no more.

	FAA & UCF Drone regulations – Our team needs to possess an FAA Part 107 License.
	Low – obtaining this license is a standard process and the fee can be billed to the sponsor.
	One of our team members will obtain an FAA Part 107 License and register the flight with UCF before our showcase at the end of SD2.

	Environmental Concerns – The drone will use a battery and several processing elements which may contain hazardous chemicals or pose other dangers, like a Li-Ion battery’s danger of exploding.
	Low – The probability of a dramatic failure of the battery or other chemical contamination of the environment is low.
	Time and budget will be spent in researching and purchasing environmentally friendly options for the project hardware.

	Supply Chain – With Covid-19 still affecting the global supply chain especially with certain electronics, some parts will be difficult to obtain on a reasonable timeline.
	Medium – Certain surface mounted parts and other elements of PCB manufacturing will potentially be a major timeline constraint.
	Many elements of the project are highly available, and the elements that are not will be planned in advance to mitigate timeline concerns.

	ECE Requirements – The project must contain major PCB design and satisfy ECE’s other design requirements.
	Medium – Many of these requirements are in line with our project design, but some of them will require extra effort to incorporate.
	During initial design phase an emphasis will be placed on fulfilling ECE requirements, especially PCB design.

	Two Semester Timeline – The project is required to be completed within two semester. This goal is reasonable for the project as it is currently defined, but many of the definitions are highly affected by the amount of time that our group has to work on the project.
	High – The goal for the project to eventually be a police chase drone will take many iterations over an extended period of time.
	The proximal goal of following a car in a parking lot at a lot speed was chosen instead of the complete market ready product.


Table 2: Constraints


[bookmark: _Toc121206951][bookmark: _Toc121217136][bookmark: _Toc121163440]3.5 		Standards and Regulations
[bookmark: _Toc121206952][bookmark: _Toc121217137]3.5.1 	Standards
Standards have a massive impact on modern engineering. They have the ability to simplify design choices, enhance quality and compatibility between products, and ensure safety for the consumer or customer. While we are not choosing to strictly follow any specific standards for our project, there are both software and hardware standards which will affect how we design the drone. The standards are from multiple different organizations.
The American National Standards Institute (ANSI) is a primary standards organization. They are a nonprofit organization which oversees the development of standards for a variety of industries. ANSI’s goal is to support development of standards, combining efforts between the industry and government. ANSI handles American National Standards (ANS), with their primary objective being to develop ANS. They also handle international standards, and international trade and development. [10]
ANSI published a document known as the ANSI Unmanned Aircraft Systems Standardization Collaborative (UASSC) Standardization Roadmap for Unmanned Aircraft Systems, which is currently on version 2.0. The roadmap exists to nail down what areas of standards and regulations exist for drones, what standard and regulations are in development, and where there are gaps in standards and regulations. Identifying these areas both helps consumers and developers of drones to identify what standards exist, and also standards developers to identify what areas have gaps of standards and regulations. The roadmap prioritizes these gaps as well. 78 issue areas have been identified, with 71 total open gaps. These gaps come with recommendations as well as a ranking which gives them an order of prioritization. Of the 71 gaps identified, there are 47 high priority, 21 medium priority, and 3 low priority gaps in standardization. This indicates for our project that even if we identify all existing standards and regulations for drones which could apply to our product, there will still be a large number of aspects of the product which will not be properly covered by the existing documents. This is important so that we understand that we will have to make certain design and engineering decisions without the guidance of standards documentation.
There are several other standards organizations as well. There are numerous international organizations which exist in order to help assure the compatibility and ease of use of electronics and engineering products across a very wide domain of use cases and industries. These organizations include the International Electrotechnical Commission (IEC) and the International Organization for Standardization (ISO). The ISO accreditation in particular is especially coveted and is nearly universal among the largest and most successful of engineering organizations.
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Figure 6: UAS Guidelines [11]

The list below lists several standards that will be applicable to our project:
· STANAG 4703: This is a NATO standard which specifies guidelines for Unmanned Aerial Systems (UAS) weighing less than 150 kg and having an impact energy grater than 66 J. Our system will have an impact energy above 66 J when flying more than a few meters high, which will likely be the case oftentimes, and the finished police chase drone product will certainly be traveling at speeds high enough to warrant this standard’s application.
· e-Stewards: The e-Stewards Standard for Ethical and Responsible Reuse, Recycling, and Disposition of Electronic Equipment and Information Technology is a set of requirements that is a living document, and exists in order to specify and standardize the appropriate and responsible operation of the recycling, refurbishment, and IT asset disposition industries. The e-Stewards program gives guidelines on how a responsible recycler should operate, whether they be a consumer, enterprise, or recycling organization. They also incorporate the ISO14001 standard, which makes this a more thorough and useful standard for enterprises especially who wish to be ISO certified. For this reason, it would be useful for us as a team as well as improving the ethicality of our project to incorporate this standard.
· ISO 21384: ISO 21384 is important for any use of unmanned aircraft (UA) operational procedures which are part of good maintenance of the practices that we might use for our project. The standard applies to commercial UA’s in particular, which for the purposes of our test is not applicable, but we want our project to have future market potential, thus we will try to incorporate as many corporate, commercial, and industry practices, standards, and regulations as possible. BS ISO 212384-3:2019 gives an outline of best practices for commercial UAS organizations in order that they may be measured and audited against them, to maintain good practices throughout the operation. The requirements contain guidelines from a variety of spaces, ranging from safety and security, cyber security, documentation involved for the operator and insurance purposes, airspace guidelines, facility and equipment standards, operations guidelines used for planning and operation of the drones on an individual level and at scale, as well as maintenance and privacy guidelines useful for ensuring that the UAS are maintained and used in a way which is congruent with the standards.
The safe flight operations guidelines contained within ISO 21384 are structured in such a way that is similar to the use of manned aircraft, which is evident in the presence of flight preparation, flight operations, and maintenance sections which give guidelines similar to how one might maintain, check, and operate a regular manned aircraft. 
As mentioned in the introduction to this section, ISO is particularly well regarded and the accreditation that they offer particularly important to large corporations in engineering and manufacturing. For this reason, we want to pay particular attention to this drone standard given by them, as if our project is ever going to be brought to market, then this will be the most important standard to be in compliance with.

[bookmark: _Toc121206953][bookmark: _Toc121217138]3.5.2 	Regulations
Federal Communication Commission (FCC) and Federal Aviation Administration (FAA) recommendations on batteries, materials, radios, and spectrum usage for UAS exist that will affect our components selection. Some of these regulations are less relevant to our project because we are not manufacturing the bulk of the project parts, but rather are purchasing commercial off-the-shelf (COTS) parts. The regulations specify that several operating frequencies are available for free, such as 900 MHZ, 2.4 GHz, and 5.8 GHz, but all other frequencies require a user-specific license for non-federal-agency users.
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Figure 7: illustration depicting civil twilight

One of the main impacts of the FAA and FCC regulations on our project is the registration and licensing required by the FAA for drones weighing more than .55 pounds. An exception for recreational flyers exists to this registration, but due to the research and non-recreational nature of our project, we will not fall under the criteria necessary for this exception to apply. The specific guidelines that we will be bound under are known as Part 107. There are several requirements according to Part 107 will affect our project, especially during the actual testing of instead of the development of the product. [12] The person in control of the drone must be in possession of and ready to display their remote pilot certificate. The person in control of the drone must as well allow any administrator upon request to perform any test or inspection of the small, unmanned aircraft system, the remote pilot in command, the person manipulating the flight controls, and the visual observer to determine compliance. In the case of an accident involving the drone and either serious injury to a person, or damage to any property exceeding $500, the person in control must report to the FAA no later than 10 days after the accident.
Importantly, the drone may not be operated at night including even civil twilight as depicted in figure X under Part 107, unless the pilot has undergone specific training ensuring the proper knowledge which would be required to maintain safe operation during nighttime conditions. Additionally, visual line of sight must be maintained throughout the entire flight in order to know the location of the drone, to determine the attitude, altitude, and direction, observe the airspace for air traffic and other hazards, and determine that the drone does not endanger the life or property of anybody else. In order to register with the FAA, a $175 USD exam must be passed, and the registration itself comes at a nominal fee of $5 USD for a 3-year period.
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[bookmark: _Toc121163442][bookmark: _Toc121206956][bookmark: _Toc121217141]4.1.1 	Daniel Acevedo
· Project Requirements
· Requirements
· Needed Functionalities
· Technical Investigation
· Tracking
· Process
· Design
· Implementation
· Drone System Software
· Design
· Implementation
· Testing
· Test Environment
· Drone Tests
· Video, First Prototype, Flight Time
· Machine Learning Tests
· Basic Automated Navigation
· Administrative Content
· Milestones

[bookmark: _Toc121163443][bookmark: _Toc121206957][bookmark: _Toc121217142]4.1.2 	Daniel Abshire
· Executive Summary
· Project Purpose
· Problem Description
· Problem
· Vehicle Trade offs
· Solution/Approach
· Project overview
· Goals, Objectives, Functions, and Mission Statement
· Broader implications/applications
· Legal, Privacy, and Ethical Issues
· Legal Requirements and Considerations
· Privacy Issues
· Ethical Concerns
· Peripherals
· Altitude Sensor
· Camera
· Printed Circuit Board
· Budget
· Components List

[bookmark: _Toc121163444][bookmark: _Toc121206958][bookmark: _Toc121217143]4.1.3 	Garrett Rocks
· Computer vision
· Research
· Design
· implementation
· Realistic design constraints
· Standards compliance

[bookmark: _Toc121163445][bookmark: _Toc121206959][bookmark: _Toc121217144]4.1.4 	Vincent Cavalieri
· Flight System
· Research
· Design
· Drivetrain System
· Research
· Design
· eCalc Simulation Bench Testing
· Power Consumption Investigations
· Build Research
· Project Hardware
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[bookmark: _Toc121163447][bookmark: _Toc121206961][bookmark: _Toc121217146]4.2.1 	Daniel Acevedo
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Figure 8: Daniel Acevedo Headshot

My motivation behind picking this project first began when I saw the project be pitched by Professor Ying Ma on the first day of Senior Design. When she pitched the idea, it was originally a Machine learning drone, more specifically a Visual-Language Navigation drone which was supposed to take in dialogue and convert it into instructions which involved visual recognition of different types of objects. Unfortunately, she had to move away from the country, so we needed to change the project to make it a bit more achievable without our sponsor which led to the current project.
The motivation behind the project we ended up going with which is a Computer Vision drone that is capable of recognizing a car, it’s license plate, and then lock on and track the desired car came from pitching a few ideas as in a team meeting, all dealing with tracking and visual recognition, it was pitched that we do a drone that can recognize cars by their year, make, model and license plate which could be useful in the case that there is ever an amber alert about a stolen car, which gives all the car details. This idea really stuck with me because it still involved the machine learning or Computer Vision aspect of the project that I was very interested in originally, part of the reason I joined the original project. Not only is this a great project to learn many new skills, it has allowed me to get hands on with machine learning and it’s different uses as well as shown me a lot of the hardware side of engineering that I am typically not to used to working with. Being able to research about which technologies we must use, which pieces we must get, how we are going to build the drone and all the other different components of this project has also been keeping me motivated as I am learning a lot about not only machine learning, but what goes into a drone and how to make an effective and efficient drone. This has allowed me to not only gain this new knowledge, but has allowed me to also explore drone building which I had been interested in getting into for a few years now and has taught me more about collaboration and what it takes to do a large scale project.
Overall, I really aligned myself with not only the goals and vision of the project, but also a lot of the topics that were involved and challenges I knew I would have to overcome in order to build a great machine learning drone. Not only did I believe I would get to work with a lot of new technologies I had never worked with and do research in a field I was completely unfamiliar with, ultimately allowing me to grow a lot of my skills and mentality, but this is a project I knew I would be interested in working in as I had been interested in machine learning for a while and wanted to learn more about drones as well.

[bookmark: _Toc121163448][bookmark: _Toc121206962][bookmark: _Toc121217147]4.2.2 	Daniel Abshire

[image: A person in a suit smiling

Description automatically generated with low confidence]
Figure 9: Daniel Abshire Headshot

Whenever the project was initially pitched within class, I thought that the idea of utilizing machine learning, which was a topic covered in two classes I had taken, sounded intriguing. The structure of a project with already set out design goals and a sponsor sounding like a benefit in both the fact that funding was covered, and in that the path would be set out to be followed by the design team. The benefit of having a sponsor involved with the project was also helpful in the fact that they already had experience in the field, and could be spoken to frequently for help in the design process.
The project in and of itself was also appealing. Machine learning is a growing field that would be invaluable to me in the future of my career as an Electrical Engineer. I had wanted to interface with some of the software aspects taught in previous semesters and found the project to be a good middle ground between hardware development/design and software development. This was also an attractive incentive in the fact that I was to be working with the Computer Science as a field, which allowed for a deepening of understanding for our Electrical Engineers in the aspect of software, and a deepening of understanding of hardware for Computer Science. It was a project that functioned as a meeting of the minds. Computer vision was also a topic focused on within the field of Machine Learning, and one that is widely popular and could be useful for future career development.
In addition, the construction of a drone was a motivator in the fact that is was both interesting to me as a person, as well as a provable skill in the field. The ability to build a drone able to fly autonomously was a testament to engineering skill, and a topic I found frankly fun.
The goals set out were also ones I found applicable as well as interesting, with the usage of technology like this possibly being useful for anomaly detection in an area such as a solar field, which could be relevant to me due to the fact my track is focused on Power and Renewable Energy.

[bookmark: _Toc121163449][bookmark: _Toc121206963][bookmark: _Toc121217148]4.2.3 	Garrett Rocks
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Figure 10: Garret Rocks Headshot

My motivation for this project lies largely in my interest in machine learning and electrical engineering, specifically embedded systems. The project started out as a VLN drone which initially grabbed my attention for its advanced machine learning capabilities, and the research that was being done in this area being on the cutting edge of academia. That problem ran into issues and our team had to pivot to the current objective, a vehicle tracking drone for the development of an autonomous police chase drone.
This new objective is interesting and practical because it can be genuinely used to reduce crime and reduce the risk to police personnel by enabling an autonomous solution. Police fatalities are at an all-time high right now, with 472 officer deaths in 2021 alone. The technology we are developing could be used not only in police car chase, but also in the pursuit of armed suspects, and other high-risk situations which involve the majority of job-related fatalities in officers. Not only will this project have the potential to make officer’s jobs easier, but the drone will also be more efficient and effective than officers, as it will be possible to have multiple drones deployed for one pursuit, and the decision making by the drone will be faster and more accurate than from a human.
I appreciate the opportunity to implement machine learning in this way. The challenge of the project motivates me as well, since there are a number of moving parts that my team and I will have to work together to coordinate in a novel way. The combination of the hardware design decisions with the software design decisions, and each’s reciprocal effect on the other is exactly the kind of learning that I aim to get from an engineering education. We will not only be designing these systems as an abstract program or device which exists separately from the other parts of the system.
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Figure 11: Vincent Cavalieri Headshot

This project showcases all the skills that I have acquired as an engineering student over the past several years. My motivation for this project is driven by multiple aspects including my interest in artificial intelligence but also my love of building quadcopters. This project offers a unique opportunity to build something less mainstream than a typical high performance racing drone. With the higher weight and lifting capacity of the drone it offers unique engineering challenges that I Glady wanted to take on. 
With this project being in possible use of law enforcement it gives me a clear idea of what the project needs to do. Also behind my motivation behind this project is the fact this is a real-life scenario. Being up until this point we are only given tasks that make use of the single subject skills that we learned in that particular task. This project gives us creative freedom to push our skills to the limits. Also, we can see that product of the overlapping accumulation of knowledge at work.
While this may be cliché, the last aspect behind this project that makes it unique in comparison to my other UCF experiences is this is the largest team, I have been able to work with. I transferred to UCF the semester that Covid 19 broke out and my first semester got cut short. Due to this and the following aftermath of being all online for the semesters to come I was unable to work in face-to-face groups. Growing up as someone that always did team sports and community work, I know firsthand the exponential progress that can be made through combined efforts. Being on this team gave me the feeling of being able to make significant change and the ability to believe we can achieve a much higher goal than one can do by themselves.

[bookmark: _Toc121163451][bookmark: _Toc121206965]

[bookmark: _Toc121217150]5. 		Technical Investigation
[bookmark: _Toc121163452][bookmark: _Toc121206966][bookmark: _Toc121217151]5.1 		Frame
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For the frame, there are a few main factors that needed to be considered when selecting the best one for the mission. The first is that it can encompass all the necessary hardware that is needed for the given tasks. Second is the configuration of motors to weather we would like more or less than 4 motors which is the standard. The third thing form factor of the framework for example the two main shapes that drone frames come in that are commercially available are H – shaped or x – shaped. What matters for this is how the weight of the payload is going to affect the flight of the aircraft. 

[bookmark: _Toc121163454][bookmark: _Toc121206968][bookmark: _Toc121217153]5.1.2 	Configuration
In the process of finding the ideal set up one of the initial questions, we must ask is what the ideal configuration for this build is. The most common setup is a four-motor setup which is the type most people are familiar with. But in many different applications, you can add or subtract the number of motors to whatever best suits your needs. The only issue is relatively new to this concept is knowing exactly that. I order to figure out which configuration best suits my needs I must look at the pros and cons compared to each other in order to establish which will increase our teams’ chances of success. As I have researched what is needed for the lift, which is covered in in a prior section, we have realized that the drivetrain which is the combination of the motors, props, and battery work in conjunction with each other fine balancing act. The currently supported motor setups include 1, 2, 3, 4, 6, and 8 motors. Having 1 motor that essentially makes it a helicopter and 8 motors make it an octocopter-class drone. The hypothesis that we agreed upon through light calculations of thrust is that there is a linear relationship of the more motors that you have the less strength each individual motor will need to successfully lift the drone. Our drone weighs currently at about 1500 grams which is not common in the drone hobby. Most ariel drones in the hobby are aimed for racing so they shoot to be as light as possible and as fast as their motors will allow. From our research, our drone is considered what they call an endurance build where the goal is a long flight time with a heavy load. So, the question is why is there so many variants of motor count and what is the advantages?
Our hypothesis is that any configuration with less than 4 motors will not work but scientifically we wanted to prove that they will not meet our needs, so we started with these configurations first which include 1, 2, and 3 motors. As you can see below this is what each configuration their most common form factors.
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Figure 12: Drones with less than 4 motors

They are all commercially available and the flight controller algorithms are all available, so it does in that sense make them viable options. The pro to these setups is that they are more portable, and lighter compared to their size due to the lower number of extended arms. Unfortunately, that’s about the extent of the feasible pros when it comes to this project. The cons come from downsizing to platform ratio in multiple aspects. The first aspect is in the sense that the fewer motors you have the stronger each individual motor needs to be in order to make up the about of lift you need. It’s not impossible mathematically but it is available. Because of the lift needed the motor size for each of these configurations falls in a size that motors are less commercially available. The second aspect is the buildable platform size. We have a sizable amount of equipment which includes our Jetson Nano developer kit. Because of this, it is less practical to because it does not give us enough room without custom building a platform which adds an extra bit of complexity, we would like to avoid being the project as complex as it is. The last main issue which is less apparent at first is stability. Each motor you add adds stability to the build which is an important aspect due to the computer needing to be able to see through a camera and less stability will cause the drone to be rocked easier with random gusts of wind. The stability of the drones with an odd number of motors is also less efficient than an even number due to the gyroscope balancing algorithm that is fed to the drone being harder to correct. I do want to note that it’s not impossible to make these work because there is plenty of manned and unmanned large-scale versions of these configurations that can carry large loads as seen below.
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Figure 13: Helicopters blade configurations

On the other side of things, we have the larger motor counts which include 4, 6, and 8 motors for the whole platform. Being we ended with the cons of the lesser motor count platforms we will start with the pros of the higher motor count platforms. This starts with that being more motors are sharing the lift power we are able to get away with we weaker motors which give us more commercially available options. Because the demand for these motors is higher the overall cost per motor is less due to the competitive market. This also gives us more choices for the quality of the motors we can get. Below we can see 3 commercially available frames

[image: A picture containing weapon

Description automatically generated][image: A picture containing weapon

Description automatically generated][image: A picture containing telescope, tripod

Description automatically generated]
Figure 14: Drones with more than 4 motors

Each of these platforms is built to house more equipment and gear. These are frames that are more often used for photography which is more in line with our goals. Also, they are meant to be more protective than other frames and have more solid construction. Overall these frame setups are ideal The only drawback is the cost. While this is marginal the more motors even if they are smaller and more available still jump up with every increase in configuration. Also, the motor redundancy allows some give in the case of a motor failure it will not immediately fall out of the sky.

[bookmark: _Toc121163455][bookmark: _Toc121206969][bookmark: _Toc121217154]5.1.3 	Conclusion
As of this moment, all needs of the project can be met using a quadcopter setup. If the need arises for potentially more equipment, we may increase to a hex frame in order to increase the thrust.  The only possible issue we may have to watch if we decide to upgrade is to see if the props still clear each other.

[bookmark: _Toc121163456][bookmark: _Toc121206970][bookmark: _Toc121217155]5.1.4 	Form Factor
So in order to encompass all of the necessary hardware we have to find a proper frame. Most frames that are commercially available are tailored toward FPV racing or cinematography hobbies. While these frames may have the strength, they do not have enough surface space in order to carry everything we need. This is mainly due to the additional single-board computer. Its weight alone makes up a fifth of the estimated weight of the drone. With this, it also is an extra piece so most mainstream frames will not be able to fit it on board. So, for our task, I need to find a drone large enough to hold everything with weight and surface area. Drone frame sizes are called frames wheelbase in the drone community. This refers to the diagonal motor-to-motor distance measured in millimeters. Also, frames are also referred to in an inch-based system that refers to the propellor size that a frame can take without interfering with the other parts. So example a seven-inch frame means the frame is sized for 7″ props.
The second factor is the form factor of the frame. Whether it’s H shaped of h – shaped which is more common. For these, I had to research the stress areas of the form factors and compare them to the supports that are given for the respective frame that I was looking at.
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Figure 15: Frame form factor

As seen above these are examples of the frame shapes that were being pursued in our project. There is also variants of these frames that offer a slightly different approach in order to give you more surface area which include the Stretch – X and Square frame.  For the X and H form factors, we have plenty of choices due to being the most commercially available frames on the market.

[image: ]
Figure 16: More Frame form factors

These 2 variants have a large footprint to attach more equipment but runs into different types of issues. The Stretch X variant is easy to find but finding one strong enough seems to be an issue. This is due to either being made of thin plastic or carbon fiber. Carbon fiber is strong but due to the way, the weight flexes the arms it causes it to crack from stress caused by lift. Also, in the case of a crash, if it doesn’t land perfectly on the bottom, it will cause hard structure damage. You can get frames that are thicker and less susceptible to these events, but costs generally go up significantly.
The box variant is not easily accessible in the commercial market. Being most hobbies for drones are racing and cinematography it is a less sought-after shape because it is not as aerodynamic with many surfaces to catch the wind. While our objective is not necessarily cinematography it uses much of the same equipment. Another thing is that our main area of operations is in open streets and parking lots we will be susceptible to mother nature and wind so the more resistance we have the better.  So, between the commercial availability and the aerodynamics of the box frame, it makes it a not suitable choice for our project.

[bookmark: _Toc121163457][bookmark: _Toc121206971][bookmark: _Toc121217156]5.2 		Tracking
[bookmark: _Toc121163458][bookmark: _Toc121206972][bookmark: _Toc121217157]5.2.1 	What is Object Tracking?
https://cv-tricks.com/object-tracking/quick-guide-mdnet-goturn-rolo/ 
It is important to understand what Object Tracking is when dealing with a Computer Vision project. 
The term Object Tracking, refers to the process of constantly detecting an object in multiple consecutive frames of a video, essentially following the object as the video plays. Nowadays, when we are dealing with Computer Vision and Object Tracking, it is imperative that we are able to detect and track multiple objects at once as it is a concept that is seen and used in countless technologies today such as autonomous vehicles, camera surveillance systems, and other visual analysis uses.
When it comes to making a good tracking algorithm, there are two key elements that our algorithms must have: 
1. The first is a Motion Model. In object tracking, it is imperative that we are able to predict where the object we are tracking will be in the following frames. This is essentially the component that is able understand the motion of the object. The motion model uses the objects movement to better learn the object’s dynamic movement and to predict the future position the object we are tracking will have in the following frames. It reduces the amount of space we must look through or scan through to find our object throughout the video clip thus making it a faster algorithm. Still, the Motion Model fails in cases where we have very sudden/abrupt movements or change in directions which makes the motion of the object becomes harder to predict or track. 
2. The second is a Visual Appearance Model. It is very important for object tracking that we are able to understand the visual appearance of the object that we are tracking and be able to differentiate it from the background or surrounding environment/objects.  This is essentially the component that works in understanding the visual appearance of the object and helps in distinguishing the tracked object from the rest of the objects/surroundings in the frames. It is important to note that visual appearance alone is sufficient enough to track a single object, but when it comes to tracking multiple objects, this would not be enough.
Aside from these key elements described above, there are typically four components that actually go into making a tracking algorithm. The four different components that make up an object tracking algorithm are explained below.
1. Target Initialization: in this stage, we must identify what the initial state of the target object is by putting a bounding box around it. The bounding box is set on the first frame of the video and then from there the tracker performs its task of tracking the object and predicting its movements.
2. Appearance Modeling: in this stage, we must learn/understand the visual appearance of our target. Here, we model and get an understanding of the visual features of the target such as the object from different viewpoints, the scale, the illumination of or on the object, the object in motion, and any other visual characteristic of the object
3. Motion Estimation: in this stage, we are predicting the zone of where the object will be in the next frames. This is done by analyzing the prior positioning, speed, direction, etc. of the object and coming up with an output of the prediction.
4. Target Positioning: in this stage, we use the prediction obtained from the Motion Estimation and we scan the region given for the target object. Once the object is found it is then locked onto and tracked.
Object Tracking involves the use of Object Detection. One can think that the two concepts are very similar but there is a big difference in that object tracking uses object detection and other pieces of information gathered from prior video frame inputs such as such as speed and direction to be able to predict where the object will be. Given this fact, object detection is used in object tracking to locate the object that we want to track and then is also used to verify and locate the target object. Once the object is detected, it is then tracked throughout the next frames.
As mentioned previously, object tracking and object detection are two concepts that are different but still have some similarities. Where object tracking shines is that it is able to work in many cases where object detection would fail or struggle to work. Some of the cases where the object detection would fail and object tracking would work are included in the list below as well as a short explanation of what the case means:
· Occlusion: refers to when the object you are currently detecting becomes covered or partially covered
· Identity switches: refers to when two separate objects cross each other’s path, and you must determine which of the two objects was the object you were following 
· Motion Blur: refers to the blurriness created due to the camera or object’s movement which makes the object seem different and therefore not detectable
· ViewPoint Variation: refers to the case when we look at an object from a different angle and it looks very different from this new angle when compared to the original angle we were looking at the object from. This different viewpoint makes the object look much different and causes difficulties detecting it that are overcome by object tracking
· Scale Change: refers to when the scale of our object changes drastically. This would cause the object detection to possibly stop working if the scale change is big enough
· Background Clutters: refers to the case when our background looks similar to our object. Typically this is caused when the background is the same color or texture as the object we are detecting which often times causes failure in object detection but does not cause failures in object tracking.
· Illumination Variation: refers to when the brightness or illumination that is on the object drastically changes. Whether it become much darker or much brighter, this drastic difference in illumination will make harder to identify the object we are detecting
· Low resolution: refers to when the resolution of the video input we are is too low and makes the object being detected look different to how it looked when it was first identified or detected.
Below is a representation of the different tracking elements explained above:
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Figure 17: Tracking representation

[bookmark: _Toc121163459][bookmark: _Toc121206973][bookmark: _Toc121217158]5.2.2 	Overview
In recent years, there has been great advancements in the use of autonomous drones, often times referred to as a UAV’s (Unmanned Aerial Vehicles), and the use of Computer Vision systems and algorithms for different missions such as Search and Rescue and Surveillance. In this project we are tackling the challenge of making an autonomous tracking drone that is able to recognize a car given the specifications of it’s make, model, year, and further recognize and confirm the car’s license plate given that it is already known and proceed to track the now recognized car. Some tools that will prove essential to this challenge are computer vision and different tracking algorithms to perform the listed goals. Besides the different algorithms needed, we need to also have a good enough camera as well as a good processing system and algorithms that will be capable of recording uninterrupted and clear video that will be processed in real time to be able to efficiently recognize and track the desired car.
For the purposes of this section, we will be taking a look at tracking models and algorithms. When determining the bounded area of the object, which is essentially what will be tracked, we are concerned with (1) The size and shape of the car, and (2) The license plate of the object we are tracking.
In the following sections we will be discussing different tracking methods, tools, and algorithms that will be helpful when it comes to our tracking functionality.

[bookmark: _Toc121163460][bookmark: _Toc121206974][bookmark: _Toc121217159]5.2.3 	Process of Detection and Tracking of Car
The process for detecting and tracking a car is detailed below:
1. Give drone input data about car and have it take off and stabilize at a specified altitude
2. Begin video recording and processing the frame 
3. Use object detector to detect any cars in the frame
4. In this project, we verify if the car detected is the correct car. 
a. If it is not the desired car, then we will move on to the next car detected. 
b. Else, if it is the desired car, proceed to tracking the car.
Below is a visual representation of the process described above (http://diposit.ub.edu/dspace/bitstream/2445/131201/3/memoria.pdf) :
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Figure 18: Car detection and tracking process

[bookmark: _Toc121163461][bookmark: _Toc121206975][bookmark: _Toc121217160]5.2.4 	Tracking Models/Algorithms
LiDAR (Light Detection and Ranging) 
https://www.routescene.com/resources/what-is-uav-lidar/#:~:text=LiDAR%20is%20a%20remote%20sensing,term%20UAV%20LiDAR%20is%20used. 
Aside from being used in altitude detection, LiDAR is also very effective when it comes to object detection and environmental scanning. For the purposes of our project, we need to see how LiDAR functions when put on an autonomous drone system (this concept is known as UAV LiDAR).
UAV LiDAR is a system that is typically made up of a GNSS (Global Navigation Satellite System) which is used for positioning, an IMU (Inertial Measurement Unit) which is used to measure and report specific gravity and angular rate of the drone, and a LiDAR sensor which provides an accurate, high resolution, 3D-representation of the area scanned. This system not only excels in providing the drone useful information such as altitude and orientation, but it is also extremely effective in providing a very precise 3D model of the environment and the objects within it.

[image: Visualizing lidar data - Alex Staravoitau's Blog]
Figure 19: LiDAR Visual Representation (https://navoshta.com/kitti-lidar/) 

Advantages:
· Environment accuracy: since LiDAR involves sending out lasers and measuring the timing and intensity at which the pulses are returning, it is able to accurately create a 3D model of the ground environment and the different objects in the scanned area, even as the drone is moving forward or around the given area/environment. Other systems often times have higher levels of distortions as it pertains to the 3D representations that they are able to generate.
· Information gathering: LiDAR allows for very quick and accurate gathering of data through the use of lasers
· Object Detection: LiDAR is often times used in the electric vehicle industry as it provides accurate data of surrounding cars and the distance between them as well as how fast the cars are going. In our project this will serve useful in calculating the number of cars in the area that we are scanning and the distance between the drone and the respective, detected vehicles.
Disadvantages:
· High Cost: LiDAR is usually one of the more expensive systems you can buy to carry out the tasks at hand
· Difficulties in unfavorable weather: given that LiDAR uses lasers to measure and scan the environment, when there is heavy rain, snow, etc. the system will struggle to work as effectively as it would under normal conditions. Other sensors such as a radar still work under unfavorable conditions.
· High Power Consumption: LiDAR typically consumes more power than other sensors. This means it will have a toll on battery life and ultimately affect how long our drone is able to be in flight

KCF (Kernelized Correlation Filters)
Kernelize Correlations Filters more commonly seen as a KCF Tracker is a commonly used tracking algorithm that is seen a lot in autonomous drones. It is typically used in comparison to other top brand trackers such as Struck and TLD as it often times beats both of them out when paired with HOG (Histogram of Oriented Gradients) which is commonly used in Computer Vision projects for object detection as well as many other high speed object detection algorithms. 
The concept of KCF Tracker or correlation filters in general is that we will be able to compute the most optimal image filter such that when we use the input image, we get the desired output. This desired output will be a Gaussian shape that is centered on the target’s location making it more efficient to track. The correlation filter works by being trained on-line, for every consecutive frame, for different instances of the target and comes up with the target location. One advantage of this as mentioned previously is the computation efficiency as correlation filters computations can be done in the Fourier domain which basically allows the tracker to run-in real-time processing hundreds of FPS (https://cw.fel.cvut.cz/b182/courses/mpv/labs/4_tracking/4b_tracking_kcf). Listed below are some of the Advantages and disadvantages of KCF trackers:
Advantages:
· High Computation efficiency: KCF trackers are often times top performing especially when paired with a good object detection algorithm as shown below
· Low cost: 
· Easy to implement: KCF trackers can typically be implemented with a very few lines of code 
· Used in many UAV projects: through my research I have seen the KCF tracker commonly be used in a lot of the UAV or autonomous quadcopter projects and has shown to provide great results
· Pairs well with many object detection algorithms: as shown below in figure X and in figure X, we can see that while using KCF on raw pixels our performance is still competitive with top trackers such as struck and TLD, but when paired with efficient object detection algorithms like HOG we are able to actually outperform these top industry trackers
Disadvantages:
· Occlusion causes errors: when an object gets blocked, becomes out of view, or gets any sort of interference it can have an error relatively easy so it would not perform the best 
· Fast moving items may cause errors: when an object is moving too fast, it can have an error as it may not be able to keep up with the object
Below is a visual of how KCF trackers work:
[image: ]
Figure 20: KCF Tracker (https://link.springer.com/article/10.1007/s00530-020-00675-4) 

Tracking Algorithm using MobileNET-SSD and PID Control
This tracking algorithm is used in object detection as well as object tracking. This system is made up of the following components (https://www.ijert.org/object-detection-using-yolo-and-mobilenet-ssd-a-comparative-study):
· MobileNET-SSD: is an object detection model that gets the object class and bounding box from a video input. This model is made up of MobileNets and SSD (Single Shot Detector). MobileNet is a network architecture used for object detection, classification, and geo-localization for mobile and embedded vision projects. SSD is used for object detection, and it is used because it is easy to train and implement into a system and also provides efficient and accurate results in comparison to other methods that are slower. This model, through the combination of both elements, helps in achieving very efficient object detection which is needed when dealing with mobile devices.
· KCF tracker: is used in tracking objects. Some advantages that the KCF tracker has is that it is faster and more accurate than other trackers, and it also reports tracking failure better than other trackers. It’s downfall is that it struggles to recover from full object occlusion which can lead to some issues.
· PID Controllers: used for motion control. The main functionality of the PID controllers is to process the output from the tracking algorithm to move the drone to the location determined by the algorithm
· Kalman Filter: used to decrease noise induced by the tracker
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Figure 21: Diagram of tracking algorithm (http://diposit.ub.edu/dspace/bitstream/2445/131201/3/memoria.pdf)

Tracking Algorithm using LSTM and CNN
This is another tracking algorithm which also uses an object detection network like YOLO and an object tracking network like Long Short-Term Memory or LSTM. In this algorithm, the use of both a YOLO network and LSTM network works so effectively is because 1) LSTM networks are typically very effective when out comes down to learning patterns which proves to be particularly useful when it comes down to object path prediction and, 2) LTSMK networks are typically computationally cheap so they are ideal when it comes to making trackers that can be used in the real world. This algorithm was originally designed for human tracking, but we can see how it would be useful for our goal as well. Below is a representation of how the tracking algorithm works https://kth.diva-portal.org/smash/get/diva2:1156631/FULLTEXT01.pdf.  
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Figure 22: Tracking Algorithm using LSTM and CNN

As you can see above, the algorithm first uses YOLO for detecting the car and getting the first input frames of the car. From there, we process the input and get our bounding box coordinates for object tracking. Once we have the coordinates, the LSTM network takes the image inputs and the bounding box coordinates and finally makes an output of the bounding box around the object that is to be tracked.

MDNet
MDNet is a very sophisticated tracking algorithm that actually won VOT2015 tracker challenge. How it works is that it is composed of many shared layers and branches of domain-specific layers where the domain corresponds to each training sequence and each branch is there for binary classification of the target in each domain. The network is trained with respect to each domain all at the same time in order to get a general representation of the target in the shared layers. One major con is that this algorithm is very computationally expensive and is not feasible for real time tracking. Below is a representation of the tracker (https://cv-tricks.com/object-tracking/quick-guide-mdnet-goturn-rolo/). 
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Figure 23: MDNet Visual

[bookmark: _Toc121163462][bookmark: _Toc121206976][bookmark: _Toc121217161]5.2.5 	Tracking Algorithm Chosen
KCF Tracker is ultimately the tracking algorithm that we opted to use for our autonomous quadcopter project. Alongside the fact that it pairs well with YOLO and many other object detection algorithms, there were many other reasons for choosing to use a KCF tracker. One positive is that it works very well at a low cost but suffers with occlusion and can lead to errors if the object is moving too fast or if another object goes in front and hides the target object from vision.  As previously seen in figure X, we see that KCF tracker on raw pixels is already very competitive to other trackers and is actually outperforming top trackers when paired with the right object detection algorithms/methods like HOG. Besides it being efficient and relatively low cost, KCF also is very easy to implement and has high computation efficiency so it will be great for our autonomous quadcopter.
Below is a graph and a table of KCF Tracker performance compared to other mainstream tracking algorithms based on precision(https://arxiv.org/pdf/1404.7584.pdf).  
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Figure 24: KCF Tracker performance compared to other mainstream tracking algorithms based on precision

Below is a collection of graphs showing the performance difference of KCF Trackers to other top performing trackers based on different typical failure scenarios: deformation, occlusion, out of view, and background clutter. (https://arxiv.org/pdf/1404.7584.pdf).  
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Figure 25: KCF Tracker performance compared to other mainstream trackers when under error-likely circumstances


[bookmark: _Toc121163463][bookmark: _Toc121206977][bookmark: _Toc121217162]5.3 		Software Frameworks
[bookmark: _Toc121163464][bookmark: _Toc121206978][bookmark: _Toc121217163]5.3.1 	Go into APIs and Pytorch, etc.
For the machine learning element of this project, there are a variety of software frameworks to choose from. Two of the biggest and most noteworthy options are PyTorch and Tensorflow. These are both open sourced platforms for machine learning, and are both based on the Python language.

[image: ]
Figure 26: ML frameworks [14]

TensorFlow
TensorFlow is developed by Google Brain and is currently used at google for research and production, offering many tools and libraries. It is considered a go-to tool by many long time ML researchers and professionals, seeing as it is older than PyTorch and is developed by Google. TensorFlow is well documented and well tested. Its speeds are often very comparable to Pytorch. Both Frameworks use tensors as a fundamental unit, but have very different implementations.
TensorFlow has potentially more powerful debugging tools, namely TFDBG which evaluates TensorFlow expressions at runtime and parse through tensors and operations live. This would be a potentially valuable tool for programming during operation
PyTorch
 PyTorch is derived from lua-based Torch which was developed by Facebook engineers. PyTorch has been completely rewritten from Torch though, and is designed to be native to Python. Because PyTorch is relatively new, it has been considered to have less documentation and a less well developed informational base by users. The framework has, however, surpassed TensorFlow in many ways in the eyes of ML engineers and scientists, and has now become very well documented and is considered to be easier to use and more readable. Debugging in PyTorch is very similar to simply debugging in Python, there are not many specific debugging tools in the framework.
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Figure 27: Direct comparison of training times [13]

Comparison
Computation speed in TensorFlow is lower than competitors in head to head bench mark test comparison. TensorFlow is also highly dependant on other libraries, increasing the complexity of its use especially for programmers relatively unfamiliar with machine learning such as our team. It is also likely that it will be easier to implement Pytorch on our Nvidia Jetson board on the device for real time machine learning processing of license plates to complete the objective.
As shown in Figure 8(A Comparison of Two Popular Machine Learning Frameworks 20 Chance Simmons, Mark A. Holliday, Western Carolina University), PyTorch shows faster training times, which will be a critical factor for our team considering our limited computation resources. We will be likely training our network on a few hundred images, although it may be up to tens of thousands depending on what dataset we ultimately use. This means that many more trials may be run in the same amount of time, potentially even twice as many if the only constraining factor is training time. That being said, we will likely use ResNet which seems to show a similar training time according to Figure 8.
There are engineering tradeoffs to be made however, as TensorFlow has less ram used during training, an average of 1.7GB compared to 3.5GB during benchmark testing, but these numbers are very low considering that training will take place on a PC and will likely not be constrained at all by ram usage. However, it is likely that in actual testing the RAM usage will be significantly higher than in these benchmark cases.
Importantly The accuracy of both frameworks is very comparable, and the speed of the network once trained will be unaffected by the framework used to do the training. This decision is also impacted by useability and readability of the code for each framework, and PyTorch is considered to be superior in both aspects.
OpenCV
The Open Source Computer Vision Library (OpenCV) is an open source library which serves the purpose of being a hub and repository of over 2500 algorithms, both classic algorithms and state-of-the-art computer vision and machine learning algorithms, which have been optimized over many iterations. OpenCV was initially released by Intel in 2000 as an open source project. The initial goals of the project were stated threefold. The first was to advance computer vision research by allowing users to implement quickly and painlessly algorithms for computer vision without having to reverse engineer and recreate everything from scratch whenever a new team started on a project. The second was the broadly spread computer vision knowledge by creating a scaffold which developers could build upon. The third was to make the portable and optimized code available for free in order to be used by cooperations or other such commercial enterprises.
The algorithms included in OpenCV can detect faces, identify objects, human actions, camera movements, moving objects, extract 3D models from objects, and produce 3D point clouds from stereo cameras. OpenCV can also implement certain object detection and feature extraction algorithms such as those which have been discussed in this document. OpenCV have been used by Google, IBM, Intel, Microsoft, Sony, Honda, Toyota, Applied Minds, VideoSurf, and Zeitera. The library has been used extensively in things such as remote monitoring and detecting of intruders or unwanted personnel. OpenCV Also has support for Linux, so it will work with our Nvidia Jetson operating system. 
Manual Controller
We want to have some way of interfacing with the drone for positioning it during testing and for safety purposes if it ends up malfunctioning and performing in ways that are unwanted and potentially dangerous. There are several options, ranging from a standard drone controller, to a COTS mobile app, to an in-house mobile or desktop app solution. There are pros and cons to all of these options.
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Figure 28: Drone Remote Controller [15]

What might be easier to implement however is to simply manually place the drone where we want it, give it a pre-determined startup sequence, and then have some form of a return-to-home button which will allow it to come back to a previously calibrated location if there is some unforeseen catastrophic malfunction.

[bookmark: _Toc121163466][bookmark: _Toc121206980][bookmark: _Toc121217164]5.4 		Flight System
[bookmark: _Toc121163469][bookmark: _Toc121206983][bookmark: _Toc121217165]5.4.1 	Peripherals
[bookmark: _Hlk119636591]The peripherals in mind for the project were set out as:
· LED’s that light upon function of the drone to maintain clear visual of drone during use
· Flashing LED’s set to engage whenever the drone begins tracking function
· Possible sound emitter whenever the tracking function is ongoing (I.E. Siren-like sound or beeping)
· Lights intended to shine covering drone visual area
These peripherals were settled upon with the intent of both ease of visual use as well as an indicator of whenever the drone is in function. The flashing and sound emitting function, though, not only as an indicator of mode of the drone, but also as proof of original concept of the drone in its set out purpose: as a guide or beacon for others whenever it is tracking. This indication allows for a follower employing the drone to spot it more easily, allowing for the following of the drone (or reliance on the drone to follow the target) at a greater distance or in areas where visual connection would be more difficult, such as in mist, fog, dim light, or shade. The use of the lights near the camera, while fulfilling a similar purpose of making visual connection easier for the employer of the drone, also functions to dramatically improve the functionality of the drone in low light conditions. The lights shining in the area the drone is “seeing” allows for the drone to operate in suboptimal lighting conditions, as shown in the figure below. The darkness would be a significant barrier to the function of the drone if lighting was not proper for the camera to detect a target. The software used would have a much harder time properly recognizing anything within the darkness, so the natural solution was to employ lighting. An added benefit of the lighting also applied to its use in all situations, including daytime. By employing the light in these environments, a consistent level of lighting is reached, allowing for a more consistent view of the area being assessed. This removes one level of inconsistency in visual acuity, the one of inconsistency in lighting.

[image: DRONE LIGHTS — BROOKLYN AERIALS]
Figure 29: Drone employing lighting in darkened conditions
After the primary design of the drone was completed, the peripheral design focus was set to allow for the consistent tone while the drone is operation, as well as four directionally color coded LEDs in use when the drone was in operation. The usage of the drone in nighttime was not an environment that could be safely and consistently legally tested, so the use of a spotlight was not prioritized the prototype of the project.
[bookmark: _Toc121163470][bookmark: _Toc121206984][bookmark: _Toc121217166]5.4.2 	Altitude Sensor
For the consistent function of the drone in its navigation and tracking, it was determined that the drone should maintain a consistent altitude. This allows for the navigation to be simpler, in that the drone only has to worry about navigating in two dimensions, and that it would make its tracking simpler due to a consistent angle. The height of the drone, to be made constant, would be best measured by some manner of altitude sensor.
There are many different sensors that we can use to achieve the subgoal of accurately detecting the altitude at which we are flying. Some of the sensors we can use to measure height are listed below:
· Lasers
· Radars
· Barometer
· GPS (Global Positioning System)
· IMU’s (Inertial Measurement Unit)
One method the design team has landed upon in a consistent measurement of height is the use of LIDAR. LIDAR would allow the drone to constantly be able to ping the area beneath it and feed the drone a consistent reading of its height, which could be used to maintain its current Y position in the navigation code. 
LIDAR also is an interesting topic to the members of the design team, incentivizing its use in the drone. Its implementation would be fairly straightforward in that it could simply be affixed to bottom of the drone in order to gather a height reading whilst the drone is mid-flight. This reading can be fed into the already functioning navigation systems in order to adjust the power of the propellers mid-flight to maintain a steady enough altitude.
In addition, by feeding this constant source of information to the drone, it allows for a non-camera based form of information fed to the navigation system, possibly allowing for a more consistent reading should obfuscation of the camera occur. The use of the LIDAR would also be key in the take-off procedure of the drone, allowing it to rise to a set altitude initially without having to rely upon the camera, making take-off significantly more consistent.
The initial research into drone-based LIDAR Yeilded two initial results: the Tfmini Plus 12m IP65 for Drones, and the LiDAR Distance Sensor Tfmini-S 12m for Drones. Each of these came in at slightly different price points with different specifications. The difference between these models is the addition of an IP65 protection on the LIDAR sensor itself.
Below is a table displaying the specifications of the model fitted with IP65:

	Tfmini Plus 12m IP65

	Price
	$49.90

	Distance Range
	0.1-7m

	FOV
	3.6 degree

	Precision
	Centimeter level precision

	Detection Frequency
	1-1000Hz

	Communication 
	UART/I2C/IO

	Weight
	11g

	Input Voltage
	5V


Table 3: specifications of the model fitted with IP65

Utilizing the LIDAR as we had originally intended meant the drone would be limited in height to roughly 6-6.5 Meters off of the ground while utilizing the LIDAR. This constraint would affect the operation of the drone and its continued use at certain elevations. If the drone were to need to operate utilizing the LIDAR at all times, be it for the purposes of stabilization or something else, the drone would be limited in its functional height for operation. This can have a large effect on the drones interface with the camera, camera angle, concern over obstacles, and other operational issues.
The done may, however choose to use the LIDAR as a sort of backup measuring device, primarily for use in takeoff to get a reading of its height, as well as an informing measurement, alerting the drone if it ever gets to close to whatever it may be flying over.
Another concern over the usage of the LIDAR is its power draw and weight. If its weight becomes too heavy, it can affect the speed the motors need to turn and cause a large inefficiency in the optimal fly time of the drone, as well as the motors lifetime. The IP65 model weights 6g more than the model without IP65. The difference in weight had to be parsed through simulations to determine if the added weight can be accounted for. It was determined that the 11 gram weight added is accountable within the simulations, but noted in case a change in motors may be needed.
The primary difference in the models, aside from the weight and price difference, is the addition of the IP65 protection. The casing is a fine addition to the project, offering the maximum solid object and dust protection for the LIDAR and mid-grade water and moisture protection. The added protection for the camera allows for a long term use of the item, with much less worry of wear and tear.
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Figure 30: IP Protection Visual
The power draw of the item is one of the primary topics of consideration for the use of this model. To effectively use the drone to its maximum capacity, a delicate balance of power consumption is needed. The model itself has a 5V input voltage. This is within the standard expectation and standards for devices affixed to the model, so this information is no upset to the project. The power consumption of the model is roughly 85mW-550mW. This information, gleaned before the finalization of the parts required for the project, allowed the team to implement this consistent power draw to the battery simulations. Through the simulations, this amount of power draw was found to be within reason for the project. The primary power draw would still be the propellors, so comparatively it is a small draw, however the draw needs to be notated and added to simulation to calculate approximate flight time and batter size required for the function of the project.
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Figure 31: With IP65 Protection
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Figure 32: Without IP65 Protection
As the drone design began to build, the need for the LIDAR sensor became secondary in its priority, as it was not needed for the primary function of the drone. In future versions of the drone a LIDAR would be implemented for obstacle avoidance, however, in the prototype it was not implemented as it would be: Too pricy, too computationally intensive, too time intensive for the scope of the project.
[bookmark: _Toc121163471][bookmark: _Toc121206985][bookmark: _Toc121217167]5.4.3 	GPS/IMU
One crucial consideration for the project is whether or not there will be a Global Positioning System (GPS) or Inertial Measurement Unit (IMU) included for tracking and machine learning functionality. These pieces of hardware often interact with each other and for certain applications one can replace the functionality of the other. A combined GPS/IMU system will use the coordinates obtained from the GPS as more granular position data, and the incorporate the IMU data including measurements like acceleration magnitude and direction to give a more accurate position with higher resolution and precision. The main consideration for this project is whether or not a GPS/IMU system will be required or helpful for the identification and tracking of vehicles.
IMU
An IMU is used to report angular rate and specific force of an object or device. Specific force is a measure of acceleration relative to free-fall, also called g-force. IMUs often contain accelerometers to measure specific force, gyroscopes to measure angular rate, and magnetometers to measure the magnetic field that the system is in. The magnetic field measurements can be used as part of an algorithm to better determine the orientation of the IMU on Earth. IMUs come in several grades, with the most useful grade for our system being either consumer or industrial, the latter commonly being used on UAVs.
The accelerometer is used to measure the specific force, or g-force. This means that an accelerometer at rest will accelerate 1 g upwards since it will be resting on something that is resisting the Earth’s gravitational acceleration. The measurement is taken using an electromechanical sensor which measures either static or dynamic acceleration, depending on the structure of the element. Accelerometers can have either digital or analog outputs, and we would likely want digital because of the nature of our hardware. Gyroscopes are often used in aircrafts and other devices where the precise measurement of their angular rate is critical to their operation. Importantly gyroscopes are not affected by acceleration.
GPS
The Global Positioning System is a U.S. satellite-based radionavigation system. A GPS receiver uses data received from multiple GPS satellites to calculate its position in space and time. Multiple satellites are required to be in view because of the way that a GPS receiver calculates its position. Every GPS satellite has an accurate record of its time and location, and broadcasts this via specific messages. The GPS system uses the information given by the satellites combined with prior information about sped of radio waves etc… in order to calculate its own location of Earth. (fig 10 https://www.faa.gov/about/office_org/headquarters_offices/ato/service_units/techops/navservices/gnss/gps/howitworks)
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Figure 33: GPS satellite example [16]

[bookmark: _Toc121163473][bookmark: _Toc121206987][bookmark: _Toc121217168]5.4.4	Camera
The drone, being a project that relies entirely upon vision recognition software to meet its design requirements, had minimums that needed to be met for the camera in use on the drone. The drone, being autonomously navigated through inputs given by vision recognition, had design requirements in a handful of different aspects: Image quality, framerate, price, weight, and field of view.
The drone had to be able to identify a target in its visual range from a certain distance. Being that the software functions by recognizing patterns in an image, the higher quality the image the more consistently the software would work. Due to the drone being a flying object, the distances at which it will be functioning will be greater than if the drone were on the ground. The visual acuity required to accurately capture an image decipherable and clear for the software was researched by inspecting camera quality of drones in other projects which used visual recognition software. To function properly at the ranges we intended, it was decided to settle on a camera that can capture video/images at a quality of at least 720p, or 1080p if it was reasonable. This image quality would allow for the done to properly capture its surroundings and utilize the software to recognize a target more consistently at a range appropriate for a flying view distance.
The second topic of concern raised was the frame rate of the camera in use. It was imperative to the consistent navigation and function of the drone that the camera has a high enough framerate for the navigational controls to be updated frequently. This frequent updating of current position and navigation allows the drone to be able to move more deftly and precisely to ensure both that the target stays within visual range, and the drone is able to consistently right itself and respond quickly to navigation changes and other navigational issues. If the drone camera framerate was too low, the drone might lose sight of its target due to it not being able to consistently acquire where the target is in frame, and due to the possibility of the drone not being able to navigate properly as it would effectively be flying blind or operating on old/outdated positioning. Due to these concerns the drone camera was decided to have a minimum camera FPS of 30, or 60 if possible.
Due to the nature of cameras, both of these aspects would be at odds. The higher the resolution, the lower the framerate of cameras tended to be, as well as vice-versa. A balance of these two aspects was required. Most cameras offered either 720p at 60 FPS, or 1080p at 30 FPS.
Another aspect of camera choice was the field of view. Generally speaking, a higher field of view was better, as that translates to more areas being surveyed at once. Initially, through the research into similar style drones, a camera choice was investigated of a 360 degree camera. In a vision navigation project, the theta360 was used. This camera offered a view of every direction, as well as an incredibly high resolution of 5376x2688. However, the price of this camera was simply outside of the budged, with the cheapest possible model costing over $300. This expenditure was not within budget. As well, concerns over processing were raised in that if a camera with such a wide angle was used, the software would have an incredibly lofty task of scanning in every direction all the time, possibly putting too much of a burden on the software. In addition, the transmission of such a large amount of data was similarly too lofty. Also, the weigh of the camera was determined to be too much, weighing in at .23 pounds. This camera is pictured below.

[image: ]
Figure 34: theta360

Another camera considered previous to the decision to remain with a flying drone was the Xtion pro LIVE. This camera offered a whole suite of features that would have been greater utilized on a ground based VLN machine. The camera offered infrared sensors, depth detection, color sensing, and audio capture. However, whenever the project took form as a flying drone focusing solely on visual recognition, the need for audio capture was redundant. In addition the camera was limited in that its resolutions were only 640x480 at 30 FPS or 320x240 at 60 FPS. The price tag of $300 was again found to be too steep. The camera also had only an effective distance of use of up to 3.5 meters, far too short for the intended use. The camera additionally was far too bulky, being 18x3.5x5 inches, and operated on C based code. This camera is pictured below.
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Figure 35: Xtion pro LIVE

Finally, the group based its reference upon drones in use by first person flying hobbyists. These individuals required fast paced capture for quick adjustment and navigation, as well as the visual acuity that is needed for the function of the project. The price points as well were more reasonable, as a hobbyist would want only what is necessary for function. The ability to capture at the resolution and framerate of 720p at 60FPS was desirable, however the ability to capture at 1080p at 30FPS was also a viable option for what the project had in mind, possibly allowing more distance at the cost of movement precision. With these minimums in mind, the team sought a camera meeting these goals at a fair price, and a camera with these requirements was found within the drone kit that contained the controller needed for the code to function. The Arducam IMX219 intended for use with the Yahboom Jetson Nano starter kit was settled upon for use within the project. I The drone kits camera was fitting the standard expectations of a camera on a drone, with the resolution and framerates wanted and a field of view of 77 degrees, which was enough to function in a manner similar to normal human field of view.  It also was lightweight and intended to be used with our other parts.
The pricing of this camera was also a nonissue. Due to supply chain issues, there is a shortage of Nvidia Nanos. Due to this issue, a Yahboom Jetson was sought after, and a bundle which contained many usable parts for the projects was found for a reasonable price compared to the purchase price of only the Yahboom Jetson. The parts within were found to be usable and the price point hard to beat. Pictured below is the camera settled upon for use in this project.
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Figure 36: Arducam IMX219
After the attemped utilization of the Arducam, it was found that it was a problematic choice in two primary aspects: its connection was incompatible with the Jetson Nano, and its physical specifications were lacking. After further research the group decided to settle on utilizing the OAK-D Lite (Pictured below), due to its fantastic physical specifications and its primary functionality in object detection. It sported two 120 FPS 480p Cameras, and one 35 FPS 4208x3120 camera. Its price difference was one that could be afforded, and its use was found to greatly assist the project in its function.
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Figure 36a: OAK-D-Lite

[bookmark: _Toc121163475][bookmark: _Toc121206989][bookmark: _Toc121217169]5.4.5 	Microprocessors
Raspberry Pi 4 vs Nvidia Jetson Nano
One of the biggest questions we were faced with early on in our project was, which microprocessor we wanted to use for our Computer Vision Drone. The Raspberry Pi is evidently one of the if not the most popular microprocessors to use for robotics related projects, but is it suitable for our machine learning needs? Through research, we came to find out that there might be more suitable microprocessors out in the market, mainly the Nvidia Jetson Nano. While both boards shared a lot of the same characteristics, they did have many differences as well. The following discussion talks about each of the microprocessors respectively and compares them at the end. 
The Raspberry Pi was originally released in 2012. The purpose of this board was to teach people about programming and robotics, but soon became a widely used microprocessor that is used by hobbyist and in the industry. 
In terms of specifications, the Raspberry Pi 4 runs on a 1.5-GHz quad-core 64-bit ARM Cortex-A72 CPU @ 1.5 GHz and has a Broadcom BCM2711 system-on-chip. The Raspberry Pi 4 also comes in four different versions of memory: 1-GB, 2-GB, 4-GB, and 8-GB LPDDR4-3200 SDRAM. In regard to the display, the Pi 4 has 2 Micro-HDMI ports and offers 4k @ 60 FPS resolution. For the I/O, the Pi 4 has 2 USB 3.0 ports, 2 USB 2.0 ports, 1 USB C port for power purposes, 1 3.55-mm analog audio-video jack, 2 Micro-HDMI ports, 40 GPIO pins, Camera Serial Interface (CSI), and Display Serial Interface (DSI). For ethernet capabilities, the Pi 4 has built-in Wi-Fi and Bluetooth, and it supports Gigabit Ethernet. The Pi 4 supports a few different Operating Systems such as Raspberry Pi OS, Ubuntu, RetroPie, and a few other third-party images. Lastly in terms of price, the retail price of the Pi 4 varies according to its different versions, with the 1-GB and 2-GB variants costing around $35, the 4-GB variant costing around $55, and the 8-GB model at around $75. It is to be noted that the price of these chips is typically around $100 - $150 more expensive in the market as there is a big shortage of chips and there is none in stock in most stores.
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Figure 37: Raspberry Pi 4

The Nvidia Jetson Nano microprocessors were first released in March 2019. This board served a similar purpose as the Raspberry Pi and became one of its top competitors.
In terms of specifications, the Nvidia Jetson Nano Developer Kit runs on a quad-core ARM Cortex-A57 64-bit @ 1.43 GHz. The Jetson Nano comes in two different versions of memory: 4-GB LPDDR4 version or a 2-GB alternative. Regarding display, the Jetson Nano supports HDMI 2.0 and DisplayPort (eDP 1.4) for the 4-GB version and supports only HDMI 2.0 for the 2-GB version. For I/O, the Jetson Nano is different for the 2 versions. In the 4-GB version, it has 4 USB 3.0 ports, 1 USB 2.0 Micro-B port, 2 MIPI CSI-2 DPHY lanes, 40 GPIO pins, an HDMI 2.0 port, and a DisplayPort. In the 2-GB version, it has 1 USB 3.0 port, 2 USB 2.0 ports, 1 USB 2.0 Micro-B port, a MIPI CSI-2 D-PHY lane, 40 GPIO pins, and an HDMI 2.0 port. The Jetson Nano also has different ethernet capabilities for the 2 versions, the 4-GB version supporting Gigabit Ethernet and M.2 Key E for Wi-Fi support, while the 2-GB version supports Gigabit Ethernet and also includes a USB 802.11ac wireless adapter (depending on region). The Jetson Nano supports the OS, Linux4Tegra. Lastly in terms of prices, the retail prices for the Jetson Nano varies according to the different versions, with the 4-GB kit variant costing around $100, and the 2-GB kit costing around $60. As mentioned for the Pi 4, we must note that the price of these chips is around $200 - $250 more expensive in the market due to the big issue of chip shortage in the world. 
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Figure 38: Nvidia Jetson Nano

When it comes to the two boards, it is evident that they have many similarities and differences. Some commonalities in terms of specifications includes that they both have 40 GPIO pins, both support ethernet, and both use Linux-based OS. They are also both used for similar purposes such as learning how to work with sensors or robotics. There is a big difference in why they are used or the way they are used. The Nvidia Jetson Nano in particular, due to its power capabilities at its small size and more importantly its GPU capabilities, is more suited for robotics and Machine Learning/AI projects. GPUs have become a very valuable part of machine learning projects as they have dual processing capabilities which help computational power a lot. The Jetson Nano uses 128- core Maxwell GPU @ 921 Mhz while the Pi 4 uses the Broadcom VideoCore VI @ 500 MHz. This clearly shows that the GPU of the Jetson Nano performs much better than the Pi. 
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This project will require many different software algorithms to do different functionalities for our drone.
One piece of software that we will need is, the drone movement software. We will need this to make the drone have all its basic movement functionalities like flying in all directions, hovering in place, etc. 
For this project, another part of the software that we will need to create, is a file called ThinkNav_drone.py. This file will contain all the functionality that the drone uses in order to operate (flying, recording video, achieving connection, etc.). This is essentially an API. Below is a list of all the functions so far determined that will be used in this file:
· turnON(): connects to the drone
· turnOFF(): disconnects from the drone
· reset(): performs a soft reset on the drone
· fullRotation(): the drone will perform a full 360 degree turn. This function will be useful when we want to search for a car
· startRecording(): begins the drone’s video recording and also processes this video recording. The video is then available in startVideo()
· getRecording(): allows access to the video recording from startVideo()
· getBattery(): returns the battery life the drone has left
· move(): allows the drone to move in any directions in a given speed. This function takes 4 parameters:
· pitch: takes in a float value (-1 to 1). In this case, -1 is full speed backwards and 1 is full speed forward. This will be a percentage of the maximum left-right tilt inclination configured
· throttle: takes in a float value (-1 to 1). In this case, -1 is full speed descent and 1 is full speed ascend. This will be a percentage of the maximum front-back tilt inclination configured
· roll: takes in a float value (-1 to 1). In this case, -1 is full speed to the left and 1 is full speed to the right. This will be a percentage of the maximum vertical speed
· yaw: takes in a float value (-1 to 1). In this case, -1 is full speed left spin and 1 is full speed right spin. This will be a percentage of the maximum angular speed
· stop(): drone stops all movements and hovers in place. This function is needed, because although you may think you can stop the drones movements by setting all the parameters of the drone to 0, that will just stop the acceleration of the drone and not strop the movement.
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[bookmark: _Toc121163478][bookmark: _Toc121206992][bookmark: _Toc121217172]5.5.1 	Overview
When building the agent drone there were a few things that needed to be considered such as how long does it have to stay airborne in order to achieve the objective? How much is the drone going to weigh after all the parts are on the frame? How big does the battery have to be in order to supply enough power to all the components for the duration of the mission? Most of these questions lead to just more questions since all the relations between the components. For example, If the upgraded microcomputer is heavier than the originally planned components it will, in turn, make the drone work harder which will drain the battery life and shorten flight time. This is just an example but something that we must consider when we are making something that flies. With that, we proceeded to choose the parts.
We started by looking for components often used in FPC drones due to the similarities in load and capabilities. The biggest difference between the FPV drone and ours is the Piolet is the computer on board the drone and not a person.  So, the next section is the thought process behind the individual parts.
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This section covers 3 different components of the drone which are the motor, battery, and propellors. The reason for this is that many of the calculations that are required for these 3 parts need information provided by another. The basic idea is that the higher amount of voltage output gives the motor the ability to spin at higher RPMs. The propellor changes the torque required which in turn changes the RPMs. Ultimately all of these give us the most important factor in this building equation which is thrust. We are shooting to have a 3:1 ratio for reasons explained later in the section. In order to achieve this, we first must figure out what the target goal of thrust is. The weight and power ratio are the only factors needed to figure this out. As shown below in the chart this calculates the exact amount of thrust each motor must be able to produce.

	Specifications
	Measurement
	

	Drone weight
	904.8
	

	Battery weight
	190
	

	Total weight
	1095
	Drone weight + Battery weight

	Power-to-weight ratio
	3:1
	Changes based on the application

	Number of motors
	4
	

	Total thrust
	3285
	Total weight * Power Ratio

	Thrust per Motor
	821
	Total Thrust / Number of motors


Table 4:

Now that the thrust for each motor is figured out we must now find a drivetrain configuration that will allow us to fly. Luckily most motor companies provide a thrust chart for their product so that way you do not have to bench-test a motor before you know if it’ll work for you

[bookmark: _Toc121163480][bookmark: _Toc121206994][bookmark: _Toc121217174]5.5.3 	Motors
In order to take flight, we need motors capable of generating lift to carry all the additional equipment mounted on the drone. In order to establish the correct motors, we need we first need to understand what qualities the motors we want and what motor characteristics give us the desired results. The three main factors that make up the decision-making process for are thrust, efficiency, and weight. The concepts that needed to be researched in order to fully understand what goes into selecting a motor are Brushless vs. Brushed Motors, Motor Size, Taller Stator vs. Wider Stator, Motor Torque, KV, Poles and Magnets, Multi-Stranded vs. Single Stranded Windings. To figure out the size of the motors required we first much consider the weight we need to carry. In another section, we calculated the weight to be roughly 1095 grams with all components attached. Using this number, we will calculate the amount of thrust we will need in order to give us a sufficient lift. The general rule of thumb is that if you are just trying gently fly for photography reasons then a 2:1 ratio is enough. On the other hand, if you want to do racing or complicated acrobatics you may want from a 4:1 ratio all the way to a 7:1 ratio. Being our goal is to be used ultimately to locate a vehicle that is possibly evading police we would like a sweet spot between photography and racing so we will shoot for a 3:1 ratio. You will notice that many of the equations go hand in hand with other parts of this project.
Brushless vs. Brushed Motors
Drone motors come in two common variations which are brushed and brushless. As the name implies the brushed motors contain brushes in order to commutate the motor to cause it to spin. On the other hand, brushless motors replace the mechanical commutation function with electronic control. When comparing the types of brushless motors advantages align with our project goals with the main features being that They have high efficiency, Faster speed, and acceleration, and probably the most important is that the electrical noise factor is better. Being they do not have brushes they are quieter in comparison and are less likely to interfere with the onboard electronics.

	
	Brushed motor
	Brushless Motor

	Lifetime
	Short
	Long

	Speed and acceleration
	Medium
	High

	Efficiency
	Medium
	High

	Electrical noise
	Noisy
	Quiet

	Acoustic Noise and torque ripple
	Poor
	Medium

	Cost
	Lowest
	Medium


Table 5:

Motor Size
When searching for brushless motors we have to understand how the metrics are laid out in order to understand what it is actually capable of. When looking at the motor name you may notice some numbers such as 2212 920KV. This is actually three different measurements that have to be deciphered. The first number 2212 is in a AABB format where AA refers to the stator width and The BB refers to the stator height. So a 2212 refers to a stator that is 22mm wide and 12mm in height. These numbers are used to calculate torque.

[bookmark: _Toc121163481][bookmark: _Toc121206995][bookmark: _Toc121217175]5.5.4 	Taller Stator vs. Wider Stator
When it comes to stators there are advantages to both Taller and Wider Stators. Wider stators offer better cooling due to the large surface area which is more critical for generating torque and is more useful for carrying capacity. The downside to wide stators is that the motor has less responsiveness to changes in RPMs which lowers how fast it can change directions. For taller stators, it’s the opposite because the higher magnetic surface area it allows for quicker acceleration leading to higher RPMs. This comes at the cost of its cooling abilities because the narrow chambers do not allow heat to escape which in turn makes temperatures rise which affects the magnetic flux. The basic scope of this is that if you want better cooling and higher carrying capabilities go with a wider stator. If you want something faster or more responsive such as a racing or acrobatic drone, choose taller stators. For our purposes, we have a higher carrying capacity, so we must search for motors with a wider stator.
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The higher the torque of the allows motor more rapid changes of RPMs. The torque has 3 main factors that determine how much a motor can produce which are stator size, materials, and motor construction. Most motors these days are built pretty similarly in the sense of materials and construction due to manufacturing reasons, but stator size has many variances. Because of the higher variances, this is the main thing you are trying to sort through to find what’s right for your project.  Being the stator is basically a cylinder you can calculate the volume and get an idea of how much torque the motor can produce. For our example above for the 2212 motor we can calculate the volume as seen below.



As stated above the height of the motor makes a significant difference in the torque. To numerically prove this lets cut the height to 8 to see the difference it has in performance



Even just a 4mm difference in stator height drops the volume by almost 1500 which will result in less torque. Can you have too much torque is the question? The answer is yes if you make the motor too strong for your application it can make it too responsive which results in it being jerky and too hard to fly. For our application, we would like to find a balance to make the flight smoother and to make video processing easier.
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The third number to understand on the motor is the KV rating which for our example motor was 920KV. KV is basically the RPMS per 1 volt applied and there is no load which includes the propellor. So for our example motor, you can see in the equation below how this translates to RPMs. Also, note for this example we are going to use a standard 3s battery which supplies roughly 11.1 volts. This is explained in the battery section of the paper.



Given this is with no propellor this still seems fast. Now to show some of the interaction between the battery and KV size ill show the differences if you only slightly change one factor.
Changing the KV to 1000 with 3s battery



As you can see the KV is linear where an 8% increase in KV gives you an 8% increase in RPMs. Now if you change the cell count from 3s to 4s at the original value of 920



As you can see the cell count makes a significant difference in the supply voltage which makes a large difference in the RPM output. The trade-off is weight because 4s cells are also 33% heavier on average. This is also without a propellor which as soon as one is mounted will drop significantly due to air resistance. Now part of the balancing act comes in because if we pair a motor with too high of RPMS with a propellor that is too hard for it to spin it will ultimately cause overheating which will lead to electrical failure.

	Frame Size
	Prop Size
	Motor Size
	KV

	150mm >
	3”
	1105-1306
	3000+

	180mm
	4”
	1806, 2204
	2600 – 3000

	210mm
	5”
	2205-2208
	2300 – 2600

	250mm
	6”
	2206-2208
	2000 – 2300

	350mm
	7”
	2506-2508
	1200 – 1600

	> 450mm
	8” +
	2608 +
	1200 – lower


Table 6:

[bookmark: _Toc121163484][bookmark: _Toc121206998][bookmark: _Toc121217178]5.5.7 	Propellors
The options for props come in 2 blade variants and 3 blade variants. The pros and cons of each come down to whether you want speed and efficiency which comes with 2-blade props or if you want stronger thrust and stability which comes with 3-blade props. When we break it down, we truly want one trait from each which is the efficiency of the 2 blades but the flight stability of the 3 blades.

	
	2 blade
	3 blade

	Efficiency
	Higher
	Lower

	Noise
	Higher
	Lower

	Speed
	Higher
	Lower

	Compact ability
	Higher
	Lower

	Durability
	Higher
	Lower

	Tracking
	Lower
	Higher

	Wind resistance
	Lower
	Higher

	Stability
	Lower
	Higher

	Thrust
	Lower
	Higher


Table 7:

You can see from this data sheet as the size of the drone increases the KV for the motors drops. Inversely the prop size increases as the size increases.
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The poles and magnets are a smaller part of the motor, but they still play part in the performance. Much like the stator width and height, the number of poles and magnets have their own trade-offs. The number of magnets and poles will be marked in the specifications labeled like 12N14P which stands for 12 poles and 14 magnets. Because the motors are all 3 phases the number of poles will always be in sets of 3. The trade-offs are if you have more pole it will cause the flight to be smoother due to a more even-spaced magnetic field whereas if you has fewer poles you get more power.
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The objective of the project is to Find a specific car in a parking lot. Because it will take time to find the model of the car we are looking for and then to confirm it is the car via the license plate we will have to give adequate airtime for the drone. In order to do this, we will need a battery that can supply the onboard equipment with enough power for that duration. In order to select the battery setup there are a few numbers we will need to acquire. First is the estimated airtime duration that we feel we will need to complete the mission. This breaks down into two factors which are car location time and then the secondary license plate confirmation. Based on similar objectives of other projects and some independent research we estimate that the drone should not take more than 5 minutes. Due to its high mobility and its point of view from the sky, it should be able to locate the car relatively quickly. Due to some unknown factors, we would like to be able to give the drone double that time, so it leaves room for outside disturbances causing errors. So, the airtime duration goal is 10 minutes to give the drone some grace period. The next major factor is the power consumption of all the onboard electronics. This includes the motors, Single-board computer, Flight controller, camera, LEDs, video, and audio Transmitters, and additional distance sensors. All of these consume power at somewhat a constant rate except for the motors and single-board computer which will vary as the task changes mid flights. Its order to calculate the amount of battery capacity needed properly we need to calculate the minimum and maximum electricity needed for each component for 10 full minutes.
To start these calculations, we will start with the contents that change power consumption during midflight so that way we can find out the minimum and maximum operating power usage. The Single board computer takes a higher priority in the power calculation due to the fact it gives the commands to the rest of the project. The better it operates the more efficiently it can do calculations which will overall give us a quicker result and less flight time.  During the flight, it will be constantly pulling information from the camera and processing it in order to complete the objective. It this via deep learning algorithms that the single-board computer can handle. The specific model that we decided to go with for the computer is the jetson nano. It is specifically designed for AI computational loads and provides adequate video processing in comparison to the more commonly used Raspberry Pi used in other types of robotics.
The other component that varies in consumption is the motors. Just like the computer, there are also secondary factors that need to be accounted for. These factors are the style of the motors which come in either brush or brushless and the number of blades per prop. In the section that covers the motors and props, we established that we were going to choose brushless motors due to the longer lifetime, higher speed and acceleration, efficiency, and electrical noise. For the props, we were going to go with a 3 blade propellor configuration because of the higher stability and wind resistance. This comes with a small trade-off in speed and efficiency but for the project goals, this is acceptable. Now with those factors in mind, we must calculate the power they consume together. This is with the same parameters of having to stay airborne for 10 minutes.
Choosing a battery
There are many choices for drone batteries in the market because of the significant growth of drone hobbies such as racing and surveying. With this comes the question of which is the correct one for the project specification. As stated, before we need to be airborne for at least 10 minutes with constant power draw. When shopping for a battery there are three metrics that are considered which are the cell count, size, and C – rating. Many calculations are needed in order to figure out what is the right size for the project. The weight and the power draw are calculations that need to be done first in order to properly size your battery
The first is the cell count whic– is the number of cells packed into one battery. Each cell increases the amount of voltage it can produce but with the drawback of increased weight. The typical size of batteries ranges from as high as 6s which contains 6 cells all the way down to 1s with only 1 cell. The difference in supplied voltage changes in linear increments of 3.7 per cell so 1 cell (or 1s) supplies a voltage of 3.7v and a 6s can supply 22.2v. The chart below shows the cell voltages and the potential applications without a direct flight time amount.

	Number of Cells
	Battery Voltage
	Applications

	1S
	3.7
	Micro Quadcopters

	2S
	7.4
	30 – 75 micro brushless

	3S
	11.1
	100 – 220mm brushless

	4S
	14.8
	220 mm brushless

	5S
	18.5
	220 mm brushless

	6S
	22.2
	220 mm brushless


Table 8:

The second parameter is the size of the battery in the sense of capacity. This will be given in the unit of amp-hours or milliamp hours.  These range from as low as 200 Mah all the way to about 7500 Mah.  This does not necessarily correlate to the cell count because the increased cell count increases the voltage output, but it does not change the size of the individual cells. The one thing that these two parameters have in common is that the larger they are the heavier they will become.
The last parameter is the C – rating which is the only element that does not change the weight directly. This is the discharge rating so this is the number of amps this can supply. The higher the C rating the higher number of amps it can supply. This mostly has to do with the elements used to construct the battery. This in turn may affect the weight due to the density of different elements but the change is nominal.
Weight
For many of the calculations in the design of the drone such as the battery, frame, motors, and propellers a common metric we need to know is weight. The lifting force needs to exceed the amount of work needed to pick up the weight of the drone. We may need a battery to power the motors but if we use a car battery regardless of how long we can produce lift it will have difficulty moving the drone. On the other hand, if the drone is too light then we lose stability due to the wind overpowering the drone. Taking this all into account we need to make a chart and calculate the total weight of the drone as close as we can to make sure that our battery and motor equations result in higher accuracy. Below is a spreadsheet covering most of the current basic components we need for our drone.

	Part
	Brand
	Weight(grams)

	Frame
	Readytosky
	‎454

	Microcomputer
	NVIDA
	221

	Motors
	Readytosky
	189

	Flight ctrl/ESC
	MAMBA
	24

	Camera
	Foxeer
	6

	Video transmitter
	Topacc
	6.8

	battery
	OVONIC
	190

	antenna
	Topacc
	2

	Props
	Readytosky
	2

	Total weight
	
	1095


Table 9:

As shown the total weight is 1095 Grams. For FAA regulations we will need to procure a drone license because the limit is 250 grams which we almost meet with just the single board computer alone.
To tie all these parameters together to figure out what battery size is needed for our project we will have to bring previous metrics together. The flight time equation is simple and can be seen below



Being we are trying to find out how large of a battery we need to fly for 10 minutes we will reverse this equation to find the capacity.



Average amp draw has its own equations to find the correct numbers. That equation are seen below



With this being said when we plug in our numbers we get the following results





When trying to tune this number I discovered a calculator that basically allows me to build the drone and test all the variables simultaneously. This tool helped me significantly when I was trying to fine tune the drone

[bookmark: _Toc121217181]5.5.10 	Advanced Wiring Diagram
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Figure 39: Advanced wiring diagram
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[bookmark: _Toc121163487][bookmark: _Toc121207001][bookmark: _Toc121217182]In addition to the components shown above we added a 5 volt 5 amp step converter to connect the power distribution board to the Nvidia jetson. This was needed because the power distribution board only distributes the power, it does not regulate the power. So, without the step converter we could have easily overpowered the Nvidia jetson resulting in burning up the components. This was attached to the outside of the protective casing. Not only did this regulate the power but also it helped balance the weight of the Aircraft.
5.6 		eCalc Simulation Bench Testing
Most of the calculation to figure out initial numbers have been completed. From here the best thing for us to do in order to make sure that the body of the project will function where we need it is to virtually bench test and see if our initial numbers will get us to our desired parameters. Just to recap we need it to be able to carry the full weight of the drone for 10 minutes. Being that may be calling it close we will add 25% and shoot for at last 12.5 minutes to give us a buffer.  We will be using ecalc in order to test different variables and see what combination of the drivetrain will get 
the desired flight time.  You can see below that the ecalc is split into 4 categories in order to cover most of the electrical load that will be onboard. We must keep in mind that the calculations account for the weight of the single board computer but does not count its current drain so we must keep that in mind. The variables that we are going to test in order to figure out the ideal build is prioritized starting from the battery which has 3 sub variable which are size, Cell count and discharge rate. Next is motor size which has the three sub-variables which are, stator width, stator height and Kv rating. Then the last is the propellors which have 4 sub-variables which are material, diameter, pitch and blade configuration which we will be testing between 2 and 3 blade props. 
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Figure 40: 

For our initial calculations and research our initial testing numbers are as follows:

	Part
	Size

	Weight
	1200

	Frame Size
	500mm

	Controller amps
	50A

	Motor Size
	2212 920KV

	Propeller size
	10”

	Blade Configuration
	2

	Battery Size
	2200mAh


Table 10:

Results

	Specifications
	Goal
	Results

	Load
	1200 g
	22.1

	Mixed Flight Time
	15 mins
	5.8 mins

	Electric Power
	130 W
	124W

	Estimated motor Temperature
	< 32 C
	31 C

	Thrust to weight ratios
	3:1
	2.2

	Specific Thrust
	
	8.27 g/W


Table 11:
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Figure 42:

As we can see with the current parameters, we will not be able to complete our task being that the mixed flight time is under half of what is necessary. So for our next test we will increase the battery size several times to see what the overall effect. We will try a 3700 mAh, 6000 mAh, and a 8000 mAh capacity batteries. What we expect to see is that we increase the battery capacity we will get higher flight time. The catch is that as we do this we are increasing the weight so the flight time won’t be linear in increase.

	Battery size trial 
	
	2200 mAh
	
	3700 mAh
	

	Specifications
	Goal
	Trial # 1 
	% change
	Trial # 2 
	% change

	Load (Less than 35)
	35
	21.5
	-38.57142857
	13.6
	-61.14285714

	Mixed Flight Time (Min)
	15
	5.8
	-61.33333333
	8.4
	-44

	Electric Power (less than 70%) (W)
	155
	86.2
	-44.38709677
	90.9
	-41.35483871

	Electric Current (less than 70%)(A)
	20
	8.34
	-58.3
	8.56
	-57.2

	Estimated motor Temperature ©
	32
	35
	9.375
	36
	12.5

	Weight (g)
	1400
	1200
	-14.28571429
	1392
	-0.5714285714

	Thrust to weight ratios
	3
	2.2
	-26.66666667
	2
	-33.33333333

	Specific Thrust (g/W) Goal >7
	7
	8.27
	18.14285714
	7.71
	10.14285714


Table 12:

	Battery size trial 
	
	6000 mAh
	
	8000 mAh
	

	Specifications
	Goal
	Trial # 3 
	% change
	Trial # 4 
	% change

	Load (Less than 35)
	35
	8.7
	-110.721831
	6.6
	-108.1338028

	Mixed Flight Time (Min)
	15
	14.6
	-18.88888889
	17.7
	-1.666666667

	Electric Power (less than 70%) (W)
	155
	93.6
	-340.9966777
	94.8
	-344.0863787

	Electric Current (less than 70%)(A)
	20
	8.68
	-115.4174067
	8.74
	-115.5239787

	Estimated motor Temperature (C)
	32
	36
	130.4
	37
	136.8

	Weight (g)
	1400
	1300
	75733.33333
	1424
	82966.66667

	Thrust to weight ratios
	3
	2.2
	-107.3333333
	2.1
	-107

	Specific Thrust (g/W) Goal >7
	7
	7.97
	-11.44444444
	7.63
	-15.22222222


Table 13:

Results
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Trial #2 Remarks
As we can see from the results while its not surprising that we have a increase in flight time more of the goal was to find how much of a percentage difference it made. We increase the battery from 2200mAh to 3700mAh without changing cell count. This was a 68% increase in battery size and it gave us 67% increase. So according to the first test in the simulations the battery size and mixed flight time are linearly correlated. So with this in mind if we are shooting for a mixed flight time close to 15 minutes in theory The battery should have a capacity close to 5700mAh
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Figure 46:

Trial #3 Remarks
This experiment of increasing to 6000 mAh got us close to our desired results but the reason it didn’t has to do with the fine balancing act referred in an earlier section. The battery has the capacity to fuel this drone if it was at the prior weight but due to the significant increase due to the battery it worked against the drone. While the results were higher it was not quite to the desired parameters. The next set of experiments will be fine tuning all the parts in order to maximize efficiency and thrust

8000mah battery size
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Figure 47:
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Figure 48:

Trial #3 Remarks
This trial got us over one of the biggest hurdles which was trying to get over the 15 minute mark for Mixed flight time. The reason we chose to base ourselves off the mixed is that it’s the most likely going to be closure to the behavior of our drone. The task is to search for a car specific car and confirm its identity. This will cause the drone to do many stop and go motions and it will never really be hitting top speed.
Conclusion
This will wrap up the current trials for the battery size. Out of most components this was seemingly the highest priority being we needed ample flight time to ensure that our drone can finish its task. We had to over come the weight to capacity ratio in order to do this. One of the biggest turning points in this trial was the discovery of the preprogrammed weights being over what was commercially available. The program was automatically giving us batteries with hard cases which added 100+ grams of weight to the battery which was not necessary. After manually plugging in the lowest possible weights for the batteries in there respective size I was able to acquire a few extra minutes of flight time.
Battery cell count
The goal of this trial was to see how much of a change a higher voltage would make to the flight performance. Each cell adds 3.7 volts which increases the rpms of the motors. We are trying to find the optimal rpms for our build that will give us adequate flight time and not burn out the motors. From research the best place to start was a 3 cell count battery which is referred to as 3s. For this trial we tried 3s, 2s, and 4s in order to get a full range of the effects.  

	Battery Cell Count
	
	3s (11.1 V)
	

	Specifications
	Goal
	Trial # 1 
	% change

	Load (Less than 35)
	35
	6.6
	-81.14285714

	Mixed Flight Time (Min)
	15
	17.7
	18

	Electric Power (less than 70%) (W)
	155
	94.8
	-38.83870968

	Electric Current (less than 70%)(A)
	20
	8.74
	-56.3

	Estimated motor Temperature (C)
	32
	37
	15.625

	Weight (g)
	1400
	1424
	1.714285714

	Thrust to weight ratios
	3
	2.1
	-30

	Specific Thrust (g/W) Goal >7
	7
	7.63
	9


Table 14:

	Battery Cell Count
	
	2s (7.4V)
	
	4s (14.8V)
	

	Specifications
	Goal
	Trial #2 
	% change
	Trial # 3 
	% change

	Load (Less than 35)
	35
	3.4
	-90.28571429
	10.5
	-70

	Mixed Flight Time (Min)
	15
	0
	-100
	19.3
	28.66666667

	Electric Power (less than 70%) (W)
	155
	46.7
	-69.87096774
	164.5
	6.129032258

	Electric Current (less than 70%)(A)
	20
	6.43
	-67.85
	11.4
	-43

	Estimated motor Temperature (C)
	32
	29
	-9.375
	52
	62.5

	Weight (g)
	1400
	1424
	1.714285714
	1424
	1.714285714

	Thrust to weight ratios
	3
	1
	-66.66666667
	3.4
	13.33333333

	Specific Thrust (g/W) Goal >7
	7
	0
	-100
	7.63
	9


Table 15:

2s
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Figure 49:

Trial #2 Remarks
From this trial we found out that anything less than 2s with our current configurations will that be able to fly. We were able to get motor characteristics but not flight data due to its thrust ratio not being high enough to properly lift the drone. You need to be able to create twice as much lift as you have weight to get proper flight.  Without higher voltage we will not be able to get the right amount of rpms. 

4s
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Figure 50:
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Figure 51:

Trial #3 Remarks
4s showed us the opposite problems of the from 2s and it has too much voltage for our current setup. Technically this will fly but it is over the limit of the motors at certain throttle which can be seen from the graph above. Therefore, in the case that the drone is being pushed hard, it will actually burn out the motors and cause it to fail which can also be seen from the increased temperature.
Cell count Conclusion
As of right now with our current drive train configuration 3s is the proper voltage to give us lift without causing lift or motor failure. Maybe with a different motor size and kv rating 4s maybe possible which would be great for thrust ratio and flight time.
Motor size
This experiment was slightly harder to get as clear of results due to default stator sizes available commercially. Stator size from research is supposed effect temperature and torque. The wider it is the more it can breathe where the taller it is the faster it can spin. These are both tradeoffs from each other, so we tried only changing the stator height which is indicated by the last 2 numbers in the motor size.

	Motor Size (stator)
	
	2212 kv920
	

	Specifications
	Goal
	Trial # 1 
	% change

	Load (Less than 35)
	35
	6.6
	-81.14285714

	Mixed Flight Time (Min)
	15
	17.7
	18

	Electric Power (less than 70%) (W)
	155
	94.8
	-38.83870968

	Electric Current (less than 70%)(A)
	20
	8.74
	-56.3

	Estimated motor Temperature (C)
	32
	37
	15.625

	Weight (g)
	1400
	1424
	1.714285714

	Thrust to weight ratios
	3
	2.1
	-30

	Specific Thrust (g/W) Goal >7
	7
	7.63
	9


Table 16:

	Motor Size (stator)
	
	2217 kv1050
	
	2220 kv910 
	

	Specifications
	Goal
	Trial # 2
	% change
	Trial # 3
	% change

	Load (Less than 35)
	35
	8.04
	-77.02857143
	5.9
	-83.14285714

	Mixed Flight Time (Min)
	15
	15.8
	5.333333333
	14.9
	-0.6666666667

	Electric Power (less than 70%) (W)
	155
	63.9
	-58.77419355
	86.1
	-44.4516129

	Electric Current (less than 70%) (A)
	20
	5.84
	-70.8
	7.92
	-60.4

	Estimated motor Temperature (C)
	32
	39
	21.875
	33
	3.125

	Weight (g)
	1400
	1517
	8.357142857
	1600
	14.28571429

	Thrust to weight ratios
	3
	2.2
	-26.66666667
	1.6
	-46.66666667

	Specific Thrust (g/W) Goal >7
	7
	7.27
	3.857142857
	6.53
	-6.714285714


Table 17:

2217 1050
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Figure 52:
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Figure 53:

Trial #2 Remarks
This trial was the least clear out of most of the tests due to the fact the kv changed as we changed the stator size. The goal was to only change the stator but not Kv to see the direct effects the change in stator size. There was an additional perspective gained from this observation though because it may not be possible to change one without the other due to a small level of correlation.
2220 910
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Figure 54:
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Figure 55:

Trial #3 Remarks
As observed in the second trial the kv slightly changed with the change in the stator. This makes sense because looking back at or Kv research we discovered that Kv is the number of rotations the motor wants to spin per volt. If we change the stator size technically, we also change the potential torque. With that being said it did show us some small detail that may help with future part selection.
Conclusion
This experiment was a success in a different sense than solidifying our part selection. This opened our eyes wider to the greater picture of how these motors operate. As of right now, we are getting a solid flight time out of 2212 920 Kv motors. If the weight changes this will help, select new motors going forward.
Motor Size (KV) 
The Kv is an important number because it is the number of RPMs the motor will try to spin per volt applied when it has no propeller. This is an important factor when you are building a drone that is more meant for lifting because if the RPMs are not tuned exactly for your size of build you may run into the issue of burning out your motor trying to swing props that are too big. I mentioned earlier that it will try to always spin a certain amount of time when it is untethered but when it is unable to do so is where the burning up occurs. Therefore, we are looking for a good amount of rpms that will give us just enough rpms for lift.  For this trial we will be trying motors that have a slightly higher and slightly lower kv in order to observe the effects.

	Motor Size (KV) 
	
	2212 kv920
	

	Specifications
	Goal
	Trial # 1 
	% change

	Load (Less than 35)
	35
	6.6
	-81.14285714

	Mixed Flight Time (Min)
	15
	17.7
	18

	Electric Power (less than 70%) (W)
	155
	94.8
	-38.83870968

	Electric Current (less than 70%)(A)
	20
	8.74
	-56.3

	Estimated motor Temperature (C)
	32
	37
	15.625

	Weight (g)
	1400
	1424
	1.714285714

	Thrust to weight ratios
	3
	2.1
	-30

	Specific Thrust (g/W) Goal >7
	7
	7.63
	9


Table 18:

	Motor Size (Kv)
	
	2212 kv1150
	
	2212 kv710
	

	Specifications
	Goal
	Trial # 2 
	% change
	Trial # 3 
	% change

	Load (Less than 35)
	35
	9.14
	-73.88571429
	2.8
	-92

	Mixed Flight Time (Min)
	15
	15.2
	1.333333333
	19.4
	29.33333333

	Electric Power (less than 70%) (W)
	155
	78.3
	-49.48387097
	37.6
	-75.74193548

	Electric Current (less than 70%)(A)
	20
	7.19
	-64.05
	3.41
	-82.95

	Estimated motor Temperature (C)
	32
	48
	50
	32
	0

	Weight (g)
	1400
	1461
	4.357142857
	1461
	4.357142857

	Thrust to weight ratios
	3
	2.3
	-23.33333333
	1.1
	-63.33333333

	Specific Thrust (g/W) Goal >7
	7
	6.84
	-2.285714286
	6.8
	-2.857142857


Table 19:

1150
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Figure 56:
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Figure 57:

Trial #2 Remarks
For the most part this would be a viable option for our project because it gives us a slightly better lift ratio. In order to see how gradual changes to Kv rating changes the performance of the drone we have to look at the thrust ratio and temperature, and electrical load. For the slightly higher motor it gave us a small boost to the thrust ratio but the trade off was too great because it was running too hot, it had lower flight time and it was electrically overloaded at higher ampere.

710
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Figure 58:

Trial #3 Remarks
This engine was simply not usable. It did not generate enough thrust to lift the drone properly. Past that the motor characteristics were good.
Conclusion 
Kv is the amount of rpms the motor wants to spin untethered per volt. Even if the numbers of the Kv don’t seem substantial we have to keep in mind that even at 3s it is multiplying the number by 11.1. It is easy with even a small change of 100 Kv to make a drone unflyable. With current configurations the 920 Kv seem to be close to the ideal choice.
Propellor Thickness
This aspect of the propellor characteristic was a variable that I did not initially think of until I was running simulations and I was searching for parts. This is important though because the higher surface area of a thicker blade could see greater thrust but these propellors would be heavier. On the other hand, the thinner props are lighter and could possibly allow higher RPMs. The deciding factor of which we will choose will be based on the interaction with the motor. If the weight of a thicker prop electrically overloads, it or if the thinner props do not create enough lift then neither option will be viable.

	Propellor Thickness
	
	Normal
	

	Specifications
	Goal
	Trial # 1 
	% change

	Load (Less than 35)
	35
	6.6
	-81.14285714

	Mixed Flight Time (Min)
	15
	17.7
	18

	Electric Power (less than 70%) (W)
	155
	94.8
	-38.83870968

	Electric Current (less than 70%)(A)
	20
	8.74
	-56.3

	Estimated motor Temperature (C)
	32
	37
	15.625

	Weight (g)
	1400
	1424
	1.714285714

	Thrust to weight ratios
	3
	2.1
	-30

	Specific Thrust (g/W) Goal >7
	7
	7.63
	9


Table 20:

	Propellor Thickness
	
	Thin
	
	Wide
	

	Specifications
	Goal
	Trial # 2 
	% change
	Trial # 3 
	% change

	Load (Less than 35)
	35
	6.59
	-81.17142857
	6.74
	-80.74285714

	Mixed Flight Time (Min)
	15
	17.9
	19.33333333
	17.4
	16

	Electric Power (less than 70%) (W)
	155
	94.8
	-38.83870968
	94.8
	-38.83870968

	Electric Current (less than 70%)(A)
	20
	8.74
	-56.3
	8.74
	-56.3

	Estimated motor Temperature (C)
	32
	37
	15.625
	37
	15.625

	Weight (g)
	1400
	1461
	4.357142857
	1461
	4.357142857

	Thrust to weight ratios
	3
	2.1
	-30
	2.1
	-30

	Specific Thrust (g/W) Goal >7
	7
	7.72
	10.28571429
	7.46
	6.571428571


Table 21:

Trial #2 Remarks
So for these simulation experiments I decided not to include the flight charts because without the analytical data we wouldn’t be able to see significant change. The three aspects that changed between the 3 experiments are mixed flight time, specific thrust and load. So, in comparison to the standard blades the thin blades have a marginally higher mixed flight time, slightly lower load and a slightly higher specific thrust. Overall, the thin blade outperformed the standard blade.

Trial #3 Remarks
For the thicker blades the results were slightly under whelming because they preformed worse than both of the other blade variants in every notable way. I was pondering why this may be because I thought that at the least in would offer a higher thrust but even in that respects it was unable to outperform the other blades. I would like to look into this further and see if there is any hidden advantages that could serve useful
Conclusion
In the search for which blades would work the best for our project it seems that the thin blades contribute the most advantageous features With a overall higher preforamnce than the standard thickness blades.
Blade Configuration
This simulation I only wanted to test adding one additional blade for each prop. Reason is that from my prior research I have found that as you increase blade count there is a steep drop in flight time which is one the higher priority qualities. The reason for wanting a additional blade is more or less a hidden feature which is the advantage of having a electrically quieter prop. We have sensitive equipment on board so its worth testing is the tradeoff will be worth while.

	Propellor Configuration
	
	2 blade
	
	3 blade

	Specifications
	Goal
	Trial # 1 
	% change
	Trial # 2 

	Load (Less than 35)
	35
	6.6
	-81.14285714
	8.44

	Mixed Flight Time (Min)
	15
	17.7
	18
	16.3

	Electric Power (less than 70%) (W)
	155
	94.8
	-38.83870968
	94.8

	Electric Current (less than 70%) (A)
	20
	8.74
	-56.3
	8.74

	Estimated motor Temperature (C)
	32
	37
	15.625
	42

	Weight (g)
	1400
	1424
	1.714285714
	1461

	Thrust to weight ratios
	3
	2.1
	-30
	2.5

	Specific Thrust (g/W) Goal >7
	7
	7.63
	9
	7.21


Table 22:
Trial #2 Remarks
In comparison to the standard 2 blade configuration, we see a few interesting tradeoffs. First, we see a significantly higher load from the 3 Blades in comparison to just 2. It also cut the flight time by more than a whole minute. That amount is not endangering the projects goals. On a higher not the thrust increased by almost 20% from 2.1 to 2.5. Overall, I think it would be in our best interest to look for a 3-blade configuration for the higher stability and the better electrical noise.

[bookmark: _Toc121163488][bookmark: _Toc121207002][bookmark: _Toc121217183]5.7 	Computer Vision Approaches
[bookmark: _Toc121163489][bookmark: _Toc121207003][bookmark: _Toc121217184]5.7.1 	Annotation
There are many engineering decisions which need to be made when designing the software for an autonomous drone. The drone needs a way to detect objects, and obstacles in its environment. Three main methods for annotating objects for training data are up for consideration: Semantic segmentation, instance segmentation, and bounding boxes.
Semantic Segmentation
This is a method of object detection wherein every pixel is labeled, and objects are placed into categories based on their characteristics, so multiple of the same category of thing will have the same label.

[image: ]
Figure 59: Semantic segmentation visual

Instance Segmentation
This method of object detection is very similar to semantic segmentation but annotates every instance of a category with a separate label, instead of labeling every instance of a category as the same thing.

[image: A picture containing text, clipart
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Figure 60: Instance segmentation visual

Bounding Boxes
This is the most logical choice for our application, since the exact borders of the objects we are tracking are not important, but the location of the object in the field of view and the object’s approximate size are very important.

[image: ]
Figure 61: Example of Bounding Boxes

[bookmark: _Toc121163490][bookmark: _Toc121207004][bookmark: _Toc121217185]5.7.2 	Object Detection
Convolutional Neural Networks
CNNs are considered the standard for classification tasks. At a high level, CNNs work by convolving a filter over a group of pixels from an input image over multiple layers. Other layers are used as well, including pooling layers which decrease the resolution of the image while retaining important information so the accuracy of the algorithm is relatively unaffected while its speed is improved significantly. Then at the end a fully connected layer is used, with one node for every category that the network can detect. [26]
[image: ]
Figure 62: Convolutional Neural Network Structure [26]

Many engineering decisions need to be made in the design of CNNs as well, from the size and behavior of the convolutional filter to the pooling function, and the pre and post processing of data.
The goal of employing CNNs in the project is for object detection. Object detection will be an integral part of this project, since it will be used for detecting cars and people, as well as smaller objects related to these tasks such as the license plate on a car. CNNs are traditionally used for classification problems, not object detection. The difference between these two tasks is that classification aims to take a picture as an input and output a single label which identifies the picture, whereas object detection takes a picture as an input and outputs a variable amount of labels, as well as the location in the image that the label pertains to.
There will likely be multiple targets in an object detection problem. Because of this, the normal output of a CNN classifier will not work, as the final layer assumes an output of fixed size. That being said, object detection algorithms are basically multiple classifiers on one level or another, so how do they solve the problem of scanning the image for instances of an object in a way which is computationally frugal enough to be used in our on-device engineering solution, focused on performance to power and time ratio.
R-CNN
This is the most likely candidate for object detection in our project, or at least a more advanced version of it called Faster R-CNN. R-CNN operates based on region proposals, the specific region proposal method used will be another aspect of engineering design to be decided on. The region porposal method will create a few thousand regions to look at, which will be a vast improvement to simply checking every possible combination of pixels as the brute force method would necessitate. [27]

[image: ]
Figure 63: Illustration of Region proposal mechanism https://arxiv.org/abs/1506.01497

After the Region segmenting step, the next step is a CNN processing step, each region proposal will be taken and from it a vector will be created which represents all features in this region and their predicted values. A Problem at this stage is training the CNNs. Each CNN needs to be trained independently, instead of having the model trained in one go. This is an issue with the R-CNN. It uses AlexNet which is no longer state of the art as of our projects timeline. SVM is then used to determine what class the feature features represent. This will enable the R-CNN algorithm to give an object prediction as an output. Next a bounding box regressor is implemented, which slightly improves the accuracy of the system as a whole.
The algorithm was improved with the implementation of Fast R-CNN, and then finally Faster R-CNN which will be the most useful for our project. Fast R-CNN uses a layer which performs region of interest (ROI) pooling. This layer allows for a network to be laid out which is a monolithic stage. Fast R-CNN does not do calculation for each ROI separately but uses ROI pooling to share computation across proposals. This new method is much more memory efficient, is faster, and more accurate than the traditional R-CNN, making it clearly more desirable for our project.
One more improvement was made to R-CNN, namely the Faster R-CNN algorithm, which improves of Fast R-CNN by using a region proposal network, an entire CNN that creates ROI proposals with differing ratios and scales. The concept of attention is a hot topic in the field of machine learning, and Faster R-CNN implements this with the region proposal network. This is all to say that several improvements have been made to the R-CNN infrastructure which make it an optimal choice for our engineering solution. https://blog.paperspace.com/faster-r-cnn-explained-object-detection/
YOLO
The You Only Look Once (YOLO) architecture, as well as YOLOv2, implement a different design philosophy than the R-CNN architectures. As opposed to Faster R-CNN, YOLO passes the image once through the convolutional neural network, and gives a matrix output as a prediction. This is a potentially beneficial design decision, since it enables YOLO to be extremely fast, 45 FPS at regular accuracy and 155 FPS at reduced accuracy. The architecture only looks once at each point on the input image, instead of splitting it into many overlapping regions and thus performing redundant observations and computation.
YOLO splits the input image into an m x m grid, and generates 2 bounding boxes and class probabilities for said bounding boxes. The authors of YOLO describe this as turning object detection into a “single regression problem, straight from image pixels to bounding box coordinates and class probabilities. A single CNN predicts bounding boxes and class probabilities, and YOLO is able to train on full images end to end. This again contributes to YOLO being extremely fast, due to the simplicity of the model. There can be real-time video processing with less than 25 ms of latency which is highly beneficial for real-time physical drone tracking applications.

[image: ]
Figure 64: YOLO architecture (https://towardsdatascience.com/yolo-you-only-look-once-real-time-object-detection-explained-492dc9230006)
SSD
Single Shot MultiBox Detector is an object detection algorithmo which scores over 74% mean average precision at 59 FPS on standard datasets, making it a great choice for our project as well. SSD accomplishes its detection in a single forward pass of the network, and it is characterized by its ability to do this while also detecting objects, classifying them, and localizing them using bounding box regression on the input image.
https://towardsdatascience.com/understanding-ssd-multibox-real-time-object-detection-in-deep-learning-495ef744fab
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Figure 65: SSD Architecture

The SSD is an extension of the Visual Geometry Group’s (VGG) architecture. It then adds a set of convolutional layers which allow SSD to extract features at different scales, and also act as the pooling layers for this CNN architecture.
The MultiBox feature of SSD is a method for fast class-agnostic proposals of bounding boxes, which will be good for our network since there may be multiple classification targets on screen, and identifying multiple at a time may allow for faster acquisition of objects and thus faster targeting for our verification and tracking system. This may however be redundant since we are only going to be using the neural network to identify a single class of things that we care about if we do not implement any of our stretch goals and instead only use neural networks to identify license plates and then use a tracking algorithm instead of a NN to perform the identification and tracking of the car itself.
In order to train SSD, a dataset with ground truth bounding boxes with one class label per bounding box is needed. In training, data augmentation can be used as well to improve performance of the network, and to allow the network to become more robust to noise and unexpected elements encountered in the testing data and the real world. To this end, the creators of SSD used data augmentation techniques such randomly horizontally flipping images with a probability of 0.5, to give no bias as to whether the training data contains an object on one side or the other of the training image.
Notable problems with SSD are that it performs worse on smaller objects, since they may not appear on all feature maps. This is potentially catastrophic with regards to our Police Chase Drone, since the primary object of detection is a small license plate placed on a larger car placed within the context of a larger image, meaning that our target is potentially too small for SSD to perform well on.
https://towardsdatascience.com/yolo-object-detection-with-opencv-and-python-21e50ac599e9
Open CV YOLO
 The YOLO object detection algorithm was discussed above, but what was not discussed was the actual implementation of it. OpenCV has a DNN module which was initially part of a side branch of the OpenCV repo, but was recently moved to the master branch of the repo. The DNN module is not used for training but only for inference. We will have to find a way to train the network on license plates, as a pre-trained network has not yet been identified with acceptable performance characteristics. Support for YOLO however has been recently added to the DNN module. The training of our YOLO model will be discussed in another section. In the implementation studied in the Towards Data Science article, some input preparation is needed, and the input image will be processed to obtain its width and heigh. Then, different colors are used for different classes for the bounding boxes which will be drawn.

[bookmark: _Toc121163491][bookmark: _Toc121207005][bookmark: _Toc121217186]5.7.3 	Obstacle Avoidance
Obstacle avoidance is likely an optional aspect of our project. In the future certainly a sophisticated object avoidance algorithm is necessary if the system is to be used in complex and dynamic environments like a bustling city.
SLAM
Simultaneous Localization and Mapping was popularized by the Roomba but has become an area of research and interest in its own right. In SLAM (https://www.mathworks.com/discovery/slam.html), the agent uses sensor data to construct a motion estimation and an obstacle location estimation, which feeds back with processing constructing pose graphs and optimizing said graphs. These pose graphs are logged in a map along with environmental data picked up by the sensors, allowing for a construction of the environment by the agent along with its own location.

[image: ]
Fig. 66 https://www.mathworks.com/discovery/slam.html

[bookmark: _Toc121163492][bookmark: _Toc121207006][bookmark: _Toc121217187]5.7.4 	Datasets
An alternate plan to using a neural network to find cars themselves is to use a neural network to find and read license plates. There are a variety of reasons to taking the approach of using an NN to identify license plates and then track car instead of using ML to identify car. It is likely that using ML to identify and classify a car itself will be redundant, and very difficult to train due to the lack of overhead car dataset that could be used for training the network. The main dataset that would be useful for this task is called Cars Overhead With Context (COWC). COWC contains over 30,000 unique annotated cars, and nearly 60,000 unique negative examples. This sounds great at first, but the images are from satellites and are at a low zoom level, so the cars appear very small in the images (see figure below).

[image: A parking lot full of cars

Description automatically generated with medium confidence]
Figure 67: COWC example

[image: ]
Figure 68: License plate dataset example

The license plate dataset gives what appear to be more useful images for training. There is still concern with regards to two factors which will need to be explored in testing.
Differing License plates
One concern is that many of the large and high-quality license plate datasets are Chinese or from other foreign countries which have different license plate formats than we do in the USA. It is not clear how usable these data will be for the application of reading US license plates, but it is possible that the training will be able to work despite different fonts and aspect ratios, for this more testing is needed.
Low variation in angle
Another primary concern for the useability of the datasets at hand is the low variation in the angle of the photos relative to the license plates. It is likely that our drone will be hovering above the cars, and the angle will be from a more overhead perspective. This is another area which will need to be explored in testing and has the potential to significantly affect results.

[bookmark: _Toc121163494][bookmark: _Toc121207008][bookmark: _Toc121217188]5.7.6 	CV Chosen
The Yolo Algorithm was chosen due to its speed and accuracy. Below are some preliminary examples of the algorithm’s capabilities on one of our test cars. The images were taken at different heights and distances from the car, as well as from different angles. The drone used is a consumer drone equipped with a 4K camera, so these images are higher quality than our final drone will be. 

[image: A car parked on the side of a road
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Figure 69: Car from 0 feet elevation side view successful detection

[image: A car parked on the side of a road
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Figure 70: Car from 10 feet elevation top view, unsuccessful detection

[image: A picture containing outdoor, ground, dirty, trash
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Figure 71: Car from 10 feet elevation side view, successful detection

[image: A picture containing grass, ground, outdoor, trash
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Figure 72: Car from 30 feet elevation back view, successful detection

[image: A picture containing cement, trash, stone
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Figure 73: Car from 30 feet elevation top view, unsuccessful detection

[image: ]
Figure 74: Car from 70 foot elevation top view, unsuccessful detection

The figures above are preliminary tests of the YOLO algorithm, specifically YOLOv3. These tests were performed using a pretrained network, trained on the Coco database. As can be seen, the network struggles to identify a car from directly overhead which will be a primary feature of our product, so this will need to be addressed as development continues.
[bookmark: _Toc121163496][bookmark: _Toc121207010][bookmark: _Toc121217189]5.8 		Printed Circuit Board
In line with ABET requirements for the project, a Printed Circuit Board is required to be created and implemented within the project. The usage of the circuit board is not specified in its direct functionality in those requirements, so a use for the printed circuit board had to be found within the design space of the project. Multiple design philosophies were taken as to how to implement a printed circuit board (as shown below in the figure) into the design space of the project, and a focus on peripherals was decided.
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Figure 75: Printed Circuit Board

The requirement was one that stated an electrical engineering senior design project was required to have a printed circuit board designed and ordered by the students to have a use within the project. The first and foremost focus of this requirement was to designate the purpose of the required printed circuit board. Discussion went initially in the direction of having to design a printed circuit board from the ground up to fill the function of the flight controller. This would be a large undertaking outside of the realm of experience of the members working on the project. The design of such a complex part would entail a large amount of research and practice, with fair amounts of troubleshooting, to accomplish what would be immediately completed by ordering an already existing flight controller for the drone. By inquiring further on the depth of the requirement with staff, it was realized that the flight controller did not have to be designed, and in fact it was encouraged to not endeavor that lofty task. A secondary focus of utilizing the printed circuit board to accomplish all peripheral effects was reached in a subsequent meeting. By utilizing the board for peripherals, the design requirement would be satisfied, and would allow for the consolidation on one board all the peripheral wiring and connections.
The peripherals in mind for the project were set out as:
· LED’s that light upon function of the drone to maintain clear visual of drone during use
· Flashing LED’s set to engage whenever the drone begins tracking function
· Possible sound emitter whenever the tracking function is ongoing (I.E. Siren-like sound or beeping)
· Lights intended to shine covering drone visual area
These peripherals are covered in function more in detail within 5.4.3 Peripherals. There general function is to:
· Maintain employer visual on drone during tracking and function
· Show the mode the drone is currently in such as
· Off
· On/Takeoff
· Tracking/Pursuit
· Landing
· Allow for employer to reacquire drone if visual is lost
· Alert possible target to presence
· Illuminate target for use in suboptimal lighting
· Maintain visual consistency in all lighting
· Bring focus to target while drone is in function
The secondary concern of the printed circuit board was the design of it. If the board was to be designed by the members, a program was to be used to develop it. The members had the greatest experience in the EAGLE software, so that platform was decided to be utilized. In previous semesters it was employed to design a printed circuit board within the junior design course for Electrical Engineering, so its usage here would not be entirely different.
The Eagle platform allows for complete control over the layers and components used on the circuit, with varying levels of complexity. If utilized for the original idea of the flight controller, an extremely deep level of understanding of the program was required, with a huge number of components being needed. However, if utilized for the purposes selected of the peripherals, the design would be much more straightforward and compact. The program (Shown below in the figure) allows for great detail and customization of the board, with part picking being available within.

[image: Using EAGLE: Schematic - SparkFun Learn]
Figure 76: Eagle Program

The part picking process of the printed circuit board was also an area of great concern. The program of course links to methods of purchasing the parts utilized within the designed board, but the shipping times and availability of those parts are incredibly widely varied. A concern over accessibility of parts used within the printed circuit board and its shipping time was raised, and it was decided to avoid utilizing the Eagle platform and printed circuit board for anything too complex. The more things added to the printed circuit board, the higher the likelihood of the board not being shipped in time. In addition, if the board was to be intricately designed and therefore integral to the function of the project, not only would it be more likely to arrive with less rapidity, but it would also be decidedly too core to the function of the project while still being the least immediately accessible part. This complexity and delay would make it near impossible to be able to test the project consistently with enough time for comfort. Even if it were to arrive before the end period of the project, it would doubtlessly be too late for extensive early testing and error correction.
If the board had some kind of defect, be it due to manufacturing error or design error, it would simply not be feasible to be able to order one in time to complete the project. There were a slew of issues at the time with the supply chain, being still impacted by COVID-19. The overwhelming amount of factors that would likely make the project fall apart if too much of its focus was upon the printed circuit board made certain to fit the printed circuit board into the niche it fits in: periphery. By slotting its function there it was both more likely for it to arrive quickly, as well as allow for the drone to test and accomplish certain design goals without its presence.
The PCB design shifted as the project began to take shape, its priority became to allow for all 4 directionally color coordinated LED’s to function while the drone was in operation, as well as the sound emitter to function as the drone was in flight. The design shifted to the design pictured below, utilizing a NE555 timer module to allow for a  speaker to make a consistent droning tone while powered by the drone.
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Figure 76a: PCB
[bookmark: _Toc121163497][bookmark: _Toc121207011][bookmark: _Toc121217190]6. 	Project Hardware & Software System Architecture
[bookmark: _Toc121163500][bookmark: _Toc121207014][bookmark: _Toc121217191]6.1 	Component List
Below is a table of links to all the utilized parts within the budget:

	Item
	Link

	Yahboom Jetson Nano 4GB SUB Developer Kit
	https://www.amazon.com/Yahboom-Jetson-Nano-4GB-Board/dp/B09T37PPRF/ref=sr_1_9?keywords=nvidia%2Bjetson%2Bnano&qid=1666787275&qu=eyJxc2MiOiI0LjI3IiwicXNhIjoiMy45MiIsInFzcCI6IjIuMzYifQ%3D%3D&s=electronics&sprefix=nvidia%2Bjet%2Celectronics%2C120&sr=1-9&ufe=app_do%3Aamzn1.fos.f5122f16-c3e8-4386-bf32-63e904010ad0&th=1

	Drone registration
	https://www.faa.gov/uas/getting_started/register_drone

	UAS License
	

	Frame
	https://www.amazon.com/Readytosky-Quadcopter-Stretch-Version-Landing/dp/B01N0AX1MZ/ref=sr_1_12?keywords=drone+kit&qid=1666036447&qu=eyJxc2MiOiI2LjE3IiwicXNhIjoiNS44NiIsInFzcCI6IjQuNzcifQ%3D%3D&sprefix=drone+jit%2Caps%2C128&sr=8-12

	LIDAR
	https://ozrobotics.com/shop/tfmini-lidar-distance-measurement-lidar-sensor-12m-for-drones-and-uav-robots/

	Battery
	https://www.amazon.com/Ovonic-Packs-1550mAh-Battery-Racing/dp/B0821YX6JB/ref=sxin_15_pa_sp_search_thematic_sspa?content-id=amzn1.sym.6b029eb3-7d41-4744-b45d-69fe835e098d%3Aamzn1.sym.6b029eb3-7d41-4744-b45d-69fe835e098d&crid=2K7M6ZRVJT4BZ&cv_ct_cx=drone+battery&keywords=drone+battery&pd_rd_i=B0821YX6JB&pd_rd_r=73e11d82-c281-46bc-a309-a06757c2bfe3&pd_rd_w=d5S2H&pd_rd_wg=Hi2Ib&pf_rd_p=6b029eb3-7d41-4744-b45d-69fe835e098d&pf_rd_r=M8GK43W32PP4EVR0EG9W&qid=1666052402&qu=eyJxc2MiOiI1LjY3IiwicXNhIjoiNS4wMSIsInFzcCI6IjQuNzEifQ%3D%3D&sprefix=drone+battery%2Caps%2C109&sr=1-1-a73d1c8c-2fd2-4f19-aa41-2df022bcb241-spons&psc=1

	Props
	https://www.amazon.com/Readytosky-6Pairs-Propeller-Quadcopter-Multirotor/dp/B0823NNTKD/ref=pd_bxgy_sccl_2/143-5749828-2598923?pd_rd_w=7pNmL&content-id=amzn1.sym.7757a8b5-874e-4a67-9d85-54ed32f01737&pf_rd_p=7757a8b5-874e-4a67-9d85-54ed32f01737&pf_rd_r=35YWXCP4TDFX2XNAVRCP&pd_rd_wg=qXtKJ&pd_rd_r=4813defe-460f-4634-8122-1a3dfb5172c8&pd_rd_i=B0823NNTKD&psc=1

	ESC
	https://www.amazon.com/Readytosky-Electronic-Controller-Helicopter-Quadcopter/dp/B09G5WFXSV/ref=sr_1_1_sspa?keywords=30+amp+esc&qid=1670261752&sr=8-1-spons&psc=1&spLa=ZW5jcnlwdGVkUXVhbGlmaWVyPUExMVNRQkNNVUVFUElBJmVuY3J5cHRlZElkPUEwNjg3MDY3QjM0SDczVTZHSjFVJmVuY3J5cHRlZEFkSWQ9QTA0NTgxMzcxMzZQUjg5NDQ3MTNHJndpZGdldE5hbWU9c3BfYXRmJmFjdGlvbj1jbGlja1JlZGlyZWN0JmRvTm90TG9nQ2xpY2s9dHJ1ZQ==

	Controller
	https://www.amazon.com/DTXMX-FS-i6X-Transmitter-Controller-Helicopter/dp/B0B3R1K9KC/ref=sr_1_2_sspa?keywords=quadcopter+controller&qid=1670261962&sprefix=quadcopter+controller%2Caps%2C146&sr=8-2-spons&ufe=app_do%3Aamzn1.fos.006c50ae-5d4c-4777-9bc0-4513d670b6bc&psc=1&spLa=ZW5jcnlwdGVkUXVhbGlmaWVyPUExRVozVkI4V1JFRzJIJmVuY3J5cHRlZElkPUEwMDExNjIzMU9JWEkwTTRWRUY1NyZlbmNyeXB0ZWRBZElkPUEwNjkyNDI0MTdWWE1RWTVRNjdRTiZ3aWRnZXROYW1lPXNwX2F0ZiZhY3Rpb249Y2xpY2tSZWRpcmVjdCZkb05vdExvZ0NsaWNrPXRydWU=

	Flight Controller
	https://www.amazon.com/dp/B07NRMFTXL/ref=sspa_dk_detail_0?psc=1&pd_rd_i=B07NRMFTXL&pd_rd_w=OhXWV&content-id=amzn1.sym.bff6e147-54ad-4be3-b4ea-ec19ea6167f7&pf_rd_p=bff6e147-54ad-4be3-b4ea-ec19ea6167f7&pf_rd_r=S80SFE51BX89258QPGM4&pd_rd_wg=U3wW7&pd_rd_r=5c4c5813-7102-441b-8806-89a3e3cf84a7&s=electronics&sp_csd=d2lkZ2V0TmFtZT1zcF9kZXRhaWwy&spLa=ZW5jcnlwdGVkUXVhbGlmaWVyPUEyVFNQRDEzUjg5WUFNJmVuY3J5cHRlZElkPUEwNDkwOTc0MUEySkxKQUw2RTFYMCZlbmNyeXB0ZWRBZElkPUEwNDcxNjExMTEzN0paTzBBMFI5MyZ3aWRnZXROYW1lPXNwX2RldGFpbDImYWN0aW9uPWNsaWNrUmVkaXJlY3QmZG9Ob3RMb2dDbGljaz10cnVl

	Video Transmitter
	https://www.banggood.com/RUSH-TANK-II-V2-Ultimate-5_8G-48CH-Raceband-PIT-or-25-or-200-or-500-or-800mW-Switchable-2-8S-VTX-FPV-Transmitter-for-RC-FPV-Racing-Freestyle-Nazgul5-Tyro129-p-1707214.html?p=CS101558118042016088&utm_campaign=mesh&utm_content=tanghao&cur_warehouse=CN

	Motors
	https://www.amazon.com/Readytosky-Brushless-Motors-Phantom-Quadcopter/dp/B075DD16LK/ref=pd_bxgy_sccl_1/143-5749828-2598923?pd_rd_w=7pNmL&content-id=amzn1.sym.7757a8b5-874e-4a67-9d85-54ed32f01737&pf_rd_p=7757a8b5-874e-4a67-9d85-54ed32f01737&pf_rd_r=35YWXCP4TDFX2XNAVRCP&pd_rd_wg=qXtKJ&pd_rd_r=4813defe-460f-4634-8122-1a3dfb5172c8&pd_rd_i=B075DD16LK&psc=1


[bookmark: _Toc121163504][bookmark: _Toc121207015]Table 23: Component List

[bookmark: _Toc121217192]6.2 	Development Environment
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Figure 77: Yahboom Jetson Statistics on Desktop

For the development environment, the Yahboom jetson comes with Ubuntu 18.04 loaded onto the disk, and an ARM processor along with its Nvidia Tegra X1 GPU. VSCode was loaded onto the Jetson, which will serve as the primary coding development environment, and an open source of the YOLO algorithm, YOLOv5, was loaded onto the computer for testing. Further testing is needed to obtain data on the performance of the algorithm on this hardware.

[image: ]
Figure 78: VSCode on Jetson

[bookmark: _Toc121217193]7. 		Testing
[bookmark: _Toc121163505][bookmark: _Toc121207016][bookmark: _Toc121217194]7.1 		Test Environments
Our test environment will be Test Environment 1 (Grass Field) where we can first test the flight functionality of our drone safely after we get our first prototype built and Test Environment 2 (Small Parking Lot) where we can test our Computer Vision aspects of our drone. Below are examples of what our test environments will be like:

[image: Grass Field Images – Browse 7,031,564 Stock Photos, Vectors ...]
Figure 79: Test Environment 1

[image: A picture containing grass
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Figure 80: Test Environment 2

[bookmark: _Toc121163506][bookmark: _Toc121207017][bookmark: _Toc121217195]7.2 		Video Test
[bookmark: _Toc121163507][bookmark: _Toc121207018][bookmark: _Toc121217196]7.2.1	Goal:
For this test, the goal is to see and understand what video quality is sufficient for our computer vision algorithm to work effectively. We are trying to verify if

[bookmark: _Toc121163508][bookmark: _Toc121207019][bookmark: _Toc121217197]7.2.2	Requirements
· Specs analog
· Parking Lot
· Car
· Way to simulate a drone’s flight

[bookmark: _Toc121163509][bookmark: _Toc121207020][bookmark: _Toc121217198]7.2.3	Procedure
1. Find a large parking lot and have a car parked
2. Use the camera to record the car. While doing this, make sure to incorporate moving towards the car in different directions
3. Park the cars again in a different orientation/position. Once you have the cars parked, repeat the process.
4. After repeating the process, transfer the video recordings gathered and run it through the Computer Vision algorithm. This will check if the algorithm is working and how well it is working.

[bookmark: _Toc121163510][bookmark: _Toc121207021][bookmark: _Toc121217199]7.2.4	Timeline
This will be one of the first test we conduct as it will be detrimental to the early progression or early life of our drone when it comes to choosing the visual component of our project. We need to do this before we begin to modify our algorithm and determine the components that will be needed.

[bookmark: _Toc121163511][bookmark: _Toc121207022][bookmark: _Toc121217200]7.2.5	 Outcome
There has not been an outcome for this test as we have not been able to begin working on testing. We are waiting for the parts and to actually build the drone to continue testing our drone.

[bookmark: _Toc121163512][bookmark: _Toc121207023][bookmark: _Toc121217201]7.3 		First Prototype Flight Test
[bookmark: _Toc121163513][bookmark: _Toc121207024][bookmark: _Toc121217202]7.3.1	Goal
This goal of this test is to verify that the drone is working as needed and make sure any modifications are made that need to be made before implementing the machine learning/algorithms. This test should be done once the manually operated prototype is put together.

[bookmark: _Toc121163514][bookmark: _Toc121207025][bookmark: _Toc121217203]7.3.2	 Requirements
· Prototype drone
· Test environment
· Computer
· Drone tools

[bookmark: _Toc121163515][bookmark: _Toc121207026][bookmark: _Toc121217204]7.3.3	 Procedure
1. Test the motors of the quadcopter by taking the propellors off and have the motors spool one at a time. When you do this, make sure that you are checking to see if the motor order and direction is correct
2. Ensure the flight controller board orientation is as needed
3. Check if the radio inputs are working by running a failsafe test with the propellors off and the radio off
4. Put batteries in the drone and turn on the propellors. When you do this, check the propellor direction and verify it is right and make sure that the nuts are tightened as needed
5. With the batteries still plugged in, turn on the radio and video connection on the drone and verify they are working by checking the connection
6. One you have verified that the drone will be able to fly, make the drone hover a little above the ground and be ready to disarm the drone if any issues arise
7. After 30 seconds of hovering, let the drone land. After that check to see the motor temperature to make sure they are at a normal temperature and not increasing at an alarming rate
8. Lastly, make the drone hover a little of the ground but this time make it do some basic movements. Make it go side to side, then forward and back. After checking those movements, make it do a few full rotations to see yaw speed and move around. The final part of this test is to move the drone in a few different directions but constantly/suddenly switching the action being performed.
9. If all the above seem to be working fine, then you will have a working prototype. If not, then make the necessary requirements and try again.

[bookmark: _Toc121163516][bookmark: _Toc121207027][bookmark: _Toc121217205]7.3.4	 Timeline
This test should be done when the first prototype is completely built. All the parts that have been chosen and agreed upon by the team must have been ordered and received which should be at a considerably early stage in order to make sure that we have time to be able to make any modifications we find fit based on our testing.

[bookmark: _Toc121163517][bookmark: _Toc121207028][bookmark: _Toc121217206]7.3.5 	Outcome
There has not been an outcome for this test as we have not been able to begin working on testing. We are waiting for the parts and to actually build the drone to continue testing our drone.

[bookmark: _Toc121163518][bookmark: _Toc121207029][bookmark: _Toc121217207]7.4 		Flight Time Test
[bookmark: _Toc121163519][bookmark: _Toc121207030][bookmark: _Toc121217208]7.4.1	Goal
The goal of this test is to measure and get an understanding of how long the drone can stay in flight. This will help prevent any issues that may arise when we implement our algorithms which will make the quadcopter use more power.

[bookmark: _Toc121163520][bookmark: _Toc121207031][bookmark: _Toc121217209]7.4.2	Requirements
· Prototype drone
· Test Environment

[bookmark: _Toc121163521][bookmark: _Toc121207032][bookmark: _Toc121217210]7.4.3	Procedures
1. Run a hover flight test. Check that the batteries are charged to around 4.5 volts per cell and then hover the drone for 2 minutes and record the voltage of the batteries. Repeat this process until you get to the point where the voltage of the batteries is around 3.5 volts and then stop the test
2. Repeat the step above but make the drone move at a constant speed of about 5 mph. Stop when the voltage reaches 3.5 volts as before

[bookmark: _Toc121163522][bookmark: _Toc121207033][bookmark: _Toc121217211]7.4.4	Timeline
This test should be done when the first prototype is built and can be flown around. It does not matter if there are still modifications to be made at this stage, we will be able to estimate what the duration of the battery is.

[bookmark: _Toc121163523][bookmark: _Toc121207034][bookmark: _Toc121217212]7.4.5	Outcome
There has not been an outcome for this test as we have not been able to begin working on testing. We are waiting for the parts and to actually build the drone to continue testing our drone.

[bookmark: _Toc121163524][bookmark: _Toc121207035][bookmark: _Toc121217213]7.5		Basic Automated Navigation Test
[bookmark: _Toc121163525][bookmark: _Toc121207036][bookmark: _Toc121217214]7.5.1	Goal
The purpose of this test is to learn the drone’s flying capabilities with the implementation of automated navigation. Once verified and tested, this test will be a crucial part when it comes to implementing the algorithms.

[bookmark: _Toc121163526][bookmark: _Toc121207037][bookmark: _Toc121217215]7.5.2	Requirements
· Prototype drone
· Test Field

[bookmark: _Toc121163527][bookmark: _Toc121207038][bookmark: _Toc121217216]7.5.3	Procedure
1. Begin automated test by making the drone in an open a test field at an altitude of around 15 feet above ground.
2. Fly the drone at an altitude of around 15 feet above ground and do not let the drone exceed a speed of 10mph
3. Fly the drone to one side of the test field and stop, then fly the drone again towards the middle of the test field and stop the drone
4. Regarding testing for movement in all directions, have the stopped drone fly to the other side of the test field, then have it fly to the other side again. Finally, without stopping you want to make the drone return to the middle of the field
5. Regarding testing for height changes, have the drone fly at 20 feet in the air and have the drone fly to the other side of the field and return to the other but at the original 15 ft altitude. Once at the last part of step 2, return the drone to the center of the test field as well as lower the altitude from 20 feet to 15 feet
6. Regarding testing for speed changes, have the drone move around the test field continuously. While it drives around the test area, slowly start increasing the speed by 10 mph and then slowly decrease it by 10mph. Once this is done, return to the center of the field at original speed.
7. Regarding testing for dynamic changes, have the drone fly to the other side of the test field but suddenly call for the drone to return to the middle of the field.
8. The last thing we must test for is testing for failsafe. Have the drone begin flying to one of the sides of the test field and then have the drone suddenly return to the starting point and land

[bookmark: _Toc121163528][bookmark: _Toc121207039][bookmark: _Toc121217217]7.5.4	Timeline
This test should be done after the prototype has been tested and modified as needed, as well as the flight controller must be set up correctly to allow for automation. Once this test is done, we will be able to begin incorporating the search UI.

[bookmark: _Toc121163529][bookmark: _Toc121207040][bookmark: _Toc121217218]7.5.5 	Outcome
There has not been an outcome for this test as we have not been able to begin working on testing. We are waiting for the parts and to actually build the drone to continue testing our drone.

[bookmark: _Toc121163530][bookmark: _Toc121207041][bookmark: _Toc121217219]8. 		Administrative Content
[bookmark: _Toc121163531][bookmark: _Toc121207042][bookmark: _Toc121217220]8.1 		Budget
[bookmark: _Toc121163532][bookmark: _Toc121207043][bookmark: _Toc121217221]8.1.1	Discussion
After a meeting with the sponsor, a budget was set forth for the development of the project. Our expenditures were not to exceed $1000. Any further expenditures past that point were to come out of the pockets of the students. With this constraint in mind, scale for the project was gained and research into cost effective solutions were done in order to maintain and effective amount of expenditure.
Cost was a deciding factor in the decision of the single board computer. Originally, it was intended to use a raspberry pi, as that would be a cost-effective choice for the project and build a wealth of applicable skills for use in other possible projects. The Raspberry Pi was cheap, however it lacked the power needed for the project.
The Nvidia Jetson Nano was then settled on. Its price was much higher; however, it boasted a much better technical capacity for use in the project. However, due to shortages, the price of the NVIDIA Jetson Nano had jumped significantly, and was not accessible in a short enough time. This had effectively priced out the use of the NVIDIA Jetson, unless a larger portion of the budged was allocated to purchasing a model at a much higher price.
An alternative model of the Jetson Nano was found, nearly identical to the one we had originally intended to use. The Yahboom Jetson Nano was a prime substitute for the NVIDIA Nano. The price at which it could be purchased was much more affordable.
The Jetson Nano also came with many other items in its kit. With a camera, HDMI cable, network cable, U Disk (64G), dual band wireless network card, 5V4A power supply, and a case for the Nano, the kit was a sound financial choice. The wealth of supplies gained for the small added price on top of the plain Jetson Nano was wise to pick, as it supplied a handful of items we had needed anyways. Even if the items do not end up in use in the final version of the drone, they still serve as a good set of testing material for the project as it develops. In addition, the price of the card and accessories it comes with still ended up being cheaper than buying the NVIDIA Jetson Nano with a quick delivery time.
In addition, due to sales being active on black Friday, the Yahboom Jetson Nano kit was able to be purchased at a price of 300$, as opposed to it standard price of 350$

[bookmark: _Toc121163533][bookmark: _Toc121207044][bookmark: _Toc121217222]8.1.2	BOM

	Item
	Price

	Yahboom Jetson Nano 4GB SUB Developer Kit
	$ 300

	· Jetson Nano 4GB
	

	· Acrylic Case
	

	· 5V4A Power Supply
	

	· U Disk (64G)
	

	· HDMI Cable
	

	· Network Cable
	

	· IMX219 Camera
	

	· Dual Band Wireless network card
	

	Drone registration
	$ 5

	UAS License
	$ 150

	Frame
	$ 47

	LIDAR
	$ 44

	Battery
	$ 56

	Props
	$ 18

	ESC
	$ 40

	Controller
	$ 50

	Flight Controller
	$ 280

	Video Transmitter
	$ 40

	Motors
	$ 40

	Total:
	$ 1070


Table 24: Budget
The prices in the above table are rounded up to account for small price fluctuations and ease of calculation. The prices of the UAS license may end up being an expenditure taken up by a group member as opposed to the included budget.
The final budget came out to the figures depicted in the figure shown below:
[image: Chart, sunburst chart

Description automatically generated]
Figure 80a: Budget

[bookmark: _Toc121163534][bookmark: _Toc121207045][bookmark: _Toc121217223]8.2 		Milestones
[bookmark: _Toc121163535][bookmark: _Toc121207046][bookmark: _Toc121217224]8.2.1	Overview

	Milestone:
	Tasked to:
	Start Date:
	End Date:
	Status:

	SENIOR DESIGN I

	Get familiar with project
	Group 12
	9/14/2022
	9/21/2022
	Gather goals/requirements

	Role assignments
	Group 12
	9/21/2022
	9/28/2022
	Determine needed roles

	Identify parts
	Group 12
	9/28/2022
	10/19/2022
	Be familiar with project

	Identify algorithms
	Group 12
	9/28/2022
	10/19/2022
	Be familiar with project

	Project Report
	Group 12
	9/28/2022
	12/6/2022
	Start research on project

	Initial Document (D&C)
	Group 12
	9/5/2022
	9/16/2022
	Doing now

	Updated initial document
	Group 12
	9/16/2022
	9/30/2022
	Finish initial document

	First draft (60 Pages)
	Group 12
	9/30/2022
	11/4/2022
	Once we start research

	Second draft (100 Pages)
	Group 12
	11/4/2022
	11/18/2022
	Need to finish first draft

	Final document (120 Pages)
	Group 12
	11/18/2022
	12/6/2022
	Once we start research

	Research, Documentation, and Design

	Drone
	Daniel Ab/Vinnie
	9/16
	11/24/2022
	Determined

	Flight Parts
	Daniel Ab/Vinnie
	9/16/22
	11/24/2022
	Determined

	Flight Controller
	Daniel Ab/Vinnie
	9/16/22
	11/24/2022
	Determined

	MCU
	Daniel Ab/Vinnie
	9/16/22
	11/24/2022
	Determined

	Integrated Sensors
	Daniel Ab/Vinnie
	9/16/22
	11/24/2022
	Determined

	 Approved BOM
	Group 12
	9/16/22
	11/24/2022
	Approved

	 Order Parts
	Daniel Ab/Vinnie
	9/16/22
	11/31/2022
	Ordered most

	Machine Learning Research

	Visual Recognition research
	Garret/Daniel Ac
	9/16/2022
	12/6/2022
	Working on algorithm implementation

	Object tracking research
	Garret/Daniel Ac
	9/16/2022
	12/6/2022
	Working on algorithm implementation

	Navigation Research
	Garret/Daniel Ac
	9/16/2022
	12/6/2022
	Working on algorithm implementation

	Define software needed
	Garret/Daniel Ac
	9/16/2022
	12/6/2022
	Working on algorithm implementation

	SENIOR DESIGN II

	Assemble prototype and algorithms
	Group 12
	TBD
	TBD
	TBD

	Test algorithms on simulators
	Garret/Daniel Ac
	TBD
	TBD
	TBD

	Revise Code
	Garret/Daniel Ac
	TBD
	TBD
	TBD

	Build drone
	Daniel Ab/Vinnie
	TBD
	TBD
	TBD

	Test Drone and redesign
	Daniel Ab/Vinnie
	TBD
	TBD
	TBD

	Finalize prototype
	Group 12
	TBD
	TBD
	TBD

	Peer Report
	Group 12
	TBD
	TBD
	TBD

	Final Documentation
	Group 12
	TBD
	TBD
	TBD

	Final Presentation
	Group 12
	TBD
	TBD
	TBD


Table 25: Milestones List

[bookmark: _Toc121163536][bookmark: _Toc121207047][bookmark: _Toc121217225]8.2.2	Explanation of Milestones List
In describing a Milestones List for a project, we look at all the things we want to accomplish and when we want them to be done by during a determined timeline for the project. Rather than a task where you have a duration, milestones deal with a single moment in time or a significant event in our project. Thus, when you schedule milestones, they are set or 1 specific date rather than a range.
For our Senior Design Milestones List, we listed a few of the events we considered significant and by when they should/should’ve been done by. Our first big Milestone was to familiarize ourselves with the project. We did in fact complete this by our intended date of 9/21/2022 but given that we had to switch our project mid-way through the semester due to circumstances out of our control, we had to redesign our project, and we got this done by 11/24/2022. A new goal was set for the project of being able to track cars based on license plate rather than a Visual and Language Navigation drone that is capable of following dialogue input instructions. From here, we kept the roles we had originally determined in the beginning of the project on 9/21/2022 and began research. 
During our research we were able to accomplish a bulk of our Senior Design I milestones. There were some major early milestones we hit after starting research was making our Initial D&C which we got done by 9/16/2022, were Identifying the Parts or actually determining what general parts were needed for the drone and the functionality we had envisioned which we finished around 11/18/2022 and Identifying the Algorithms which was basically determining what algorithms and different types of inputs we would need for our project which we also got completed on 11/18/2022. Once we did that, we updated our Initial D&C document and got our 60-page draft completed on 11/4/2022. This document laid out a lot of the research we had done on specific parts such as the ones listed under “Research, Documentation, and Design”, algorithms we could use for drone movement, computer vision, tracking, and object detection, and other project specifics such as constraints, budgeting, objectives, etc. From this point, we are working on our 100-page submission which to be turned in on 11/18/2022 which will further elaborate the research that has been done to this point. After submitting, we are also looking to use our research and come up with a specific Bill of Materials (BOM) to be presented to the head of CECS department for approval. The final milestone that will be completed during Senior Design I is submitting our final document which will be the 120-page submission that lays out all the research and work we have done for our senior design project and is where we leave off before we go on to Senior Design II.
For Senior Design II, we are looking to actually implement all the research we did in Senior Design I. The first milestones which we would want to accomplish are to actually build a working prototype of our drone and get some of our algorithms developed. These are going to be our first milestones because for testing, we will need a working prototype as soon as possible to check our battery life, flight performance, and other valuable metrics we need to verify before our final presentation. Once we finish testing for performance, we can get the algorithms we developed and test them on a simulator, but we will also need to test them on the drone. After going through the tests respectively, we will move on to fixing and redesigning any issues we came across to ensure that our build is the best it can be for showcase and minimize chance for error. We will also be finalizing our model after further testing and have it ready for our final showcase. Once we get the Computer Vision Drone completely built and fixed, our final milestones will include completing our peer reports, submitting our final documentation and perform our showcase. These three Milestones will come at the very end of our project and will be what we use in order to get graded and perform the showcase in front of the board of professors that we have assembled to judge our project.
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